
conferenceseries.com

ISSN : 2324-9307

21

Data Mining 2020

July 17-18, 2020

WEBINAR

7th International Conference on

BIG DATA ANALYSIS 
AND DATA MINING

Journal of Computer Engineering & Information Technology

A machine learning algorithm to classify high mortality risk patients for 
intensive care unit admissions

Carol Hargreaves 
National University of Singapore

In this paper, we focus on the classification of high mortality risk patients for Intensive Care Units (ICUs). 
Classification algorithms for identifying ICU mortality are necessary for measuring and improving ICU 

performance. Mortality risk severity scores are an essential part of hospital management and clinical decision-
making. Proper application of classification models can help in decision making to lower hospital costs. In fact, 
classification high mortality risk models have become a necessary tool to explain differences in mortality risk. 
Purpose of Study: The purpose of this study is to develop and evaluate a new algorithm which more accurately 
predicts patient mortality in ICU, using patient information of vital signs and laboratory results only in the 
first 24 hours of ICU admission. We convert continuous variables into categorical variables and identify optimal 
threshold cut points for stabilizing the coefficients of the classification mortality risk model. In this paper, 
an optimal set of 3 threshold values were derived, that partitioned the data into 4 groups, resulting in the 
patient mortality risk scores being more distinguishable across the 4 partitioned groups. The most important 
variables for the ICU Mortality Risk was PO2 (120¬ 125), followed by Cardiac Arrest (Yes), Bilirubin (0.75 – 1), 
Vasopressors (Yes), SPO2 (< 66), Bilirubin (>7.75), Foley (<6), Severe COPD (Yes), WBC (> 19.5) and BUN (> 49). 
Our proposed optimal threshold cut point model performed substantially better (AUC=0.944) in identifying 
ICU patients with high mortality risk compared to the current scoring systems commonly used in hospitals, 
such as the SAPS 11 (AUC =0.771), APACHE 11 (AUC=0.736) and SOFA (AUC=0.699). This accuracy is at least 
30% (1.35 times) better than current mortality risk scoring systems. SAPS 11, APACHE 11 and SOFA are static 
algorithms whereas our new optimal threshold algorithm is a data-driven algorithm which predicts mortality 
in ICU patients in real-time and may be useful for the timely identification of deteriorating patients. Our new 
binary classification algorithm will allow clinicians to accurately identify high-mortality risk patients early 
within 24 hours so that they can be given prompt treatment to reduce their risks of deteriorating or dying.
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