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Abstract

Atomistic computer simulations are playing an increasingly important role in high temperature processes, bridging the gap between theory and experiment, and taking cutting edge research into uncharted territories. A fundamental understanding of the melting behaviour of BCC iron is of great significance in steelmaking operations. We report Monte Carlo simulations on the melting transition of iron using three well known interaction potentials, namely the Rosato potential, the Mendelev potential and the Sutton-Chen potential. Depending on the potential used, the interactions between iron atoms varied as 1/r^2, as well as 1/r^6.48 at short distances, and the range of applicability was found to vary from 3.5 Å to 9.5 Å. Atomic level computer simulations were carried out using a range of simulation variables such as the size of the simulation cell, step size, boundary conditions and statistical ensemble. The melting transition was identified clearly in all cases through discontinuities in energy and increases in local disorder. The simulation data however showed a significant scatter. Interaction potentials of iron based on system characteristics at 0 K were found somewhat limited for quantitative high temperature simulations (~1800 K). Iron potentials developed for earth science applications were not found to be suitable for these investigations. These computer simulations therefore point towards a significant gap in the knowledge base in the atomistic modelling of molten iron, especially for steelmaking applications.
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Introduction

Atomistic computer simulation is an important technique for developing a fundamental understanding of materials and processes; these can act as a bridge between models and theoretical predictions on one hand, and experimental observations on the other. A number of researchers have carried out computer simulations on the melting point of iron using a variety of interaction potentials [1-4]. There was a significant variation in simulation results and the melting transition of iron was found to occur at temperatures ranging from 1800 K to 2400 K (experimental M.P of iron: 1812 K). A small change in temperature can significantly affect the kinetics of steelmaking reactions such as various reduction reactions, carburization and decarburization of molten steel, the role played by surface active elements, etc. [5,6]. A direct correlation needs to be established between the simulation and experimental temperatures so that simulation results and associated implications could be used for predicting and understanding experimental behaviour and phenomena. Using a lattice gas model, our group was successful in developing such a correlation for the saturation solubility of carbon in molten iron in the temperature range 1750-1850 K [7,8].

However, when significant discrepancies are observed between results from computer simulations and experiments, it is important to understand the underlying reasons, test the validity of assumptions used and limitations, if any, of the simulation approach. In this article, we report detailed computer simulations on the melting transition in BCC iron. Our aim is to develop a fundamental understanding of factors influencing the onset of local disorder and the melting transition during atomistic simulations. Three key factors, namely the choice of interaction potential, the nature of the statistical ensemble (NVT: fixed number of particles, volume and temperature; or NPT: fixed number of particles, pressure and temperature) used, and the amplitude of the step size during a simulation move, were investigated. These atomistic computations were carried out using standard Monte Carlo simulation methods and algorithms [9]. The simulation of dynamic processes using the conventional density functional theory (DFT) however requires time and length scales many orders of magnitude higher than currently feasible [10]. A few hybrid techniques have been developed that utilize DFT methods for the computation of configuration free energies at zero Kelvin, followed by Monte Carlo or molecular dynamics simulations at high temperatures [11].

Iron and its alloys have been investigated extensively because of their importance in key scientific and technical areas of magnetism, steelmaking, and for processes taking place in earth’s outer core. A large number of interaction potentials have been reported in the literature for both solid and liquid iron [12-25]. Most of these interatomic potentials were developed semi-empirically by fitting data for perfect crystals at zero Kelvin. The fitting of various potential parameters was carried out using standard properties of iron such as lattice constant, cohesive energy, vacancy formation energy, elastic constants etc. [12-20]. Computer simulations based on such potentials are usually carried out in the constant volume NVT ensemble. On the other hand, iron potentials developed for earth sciences applications are used to investigate the properties of molten iron at extremely high temperatures (up to 6000 K) and pressures (up to 300 GPa) [22-25]. These simulations are generally carried under the constant pressure NPT ensemble. However, the operating conditions for the steelmaking process (P= 0.1 MPa (1 bar) & T=1700-1900 K) are in the middle of the two extreme scenarios detailed above. The extrapolation of a potential’s range of validity up from 0 K to 1800 K, or down from 300 GPa pressure to atmospheric pressure (0.1 MPa) & from 6000 K to 1800 K is a nontrivial exercise. Although a few potentials have been reported for Fe-C alloys in the solid state [26], to the best of our knowledge, interaction potentials have not been developed specifically for steelmaking conditions.
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Multi-body Finnis-Sinclair potentials [16-19] and embedded atom potentials represent state of the art for cohesion studies in metallic iron [18]. It has been recognised that pair-potentials are not able to properly reproduce metallic cohesion; it is customary to add a volume dependent term in the total energy by analogy with perturbation theory. Based on second moment approximation in the tight-binding theory, multi-body interactions contribute as embedding energy to the system potential. This potential term represents the background contributions from all neighbours to the force exerted by one atom on another. Finnis and Sinclair [16] used a square root functional form to represent this term; Mendelev et al. have used an additional a square functional form in their embedding energy term [18]. Based on experimental data and first principle calculations, a number of angle-dependent bond-order potentials have also been reported for BCC/FCC iron [20,21]. In this article, we have carried out atomistic simulations on BCC iron using three well-known potentials: Rosato potential (Finnis-Sinclair approach, [17]), Mendelev et al. potential (EAM approach, [19]) and Sutton-Chen potential (a long range potential for earth sciences applications, [22]).

This article is organised as follows. Details of various iron potentials used are presented in Section 2; a critical analysis and comparison was also carried out on their ranges of applicability, specific features and limitations if any. Algorithms used for Monte Carlo simulations in both NVT and NPT ensembles are presented in Section 3 along with the simulation criteria used for determining the onset of melting transition. Simulation results for various interaction potentials using two statistical ensembles and simulation variables are presented in Section 4. These are followed by a critical analysis, discussion and conclusions that could provide guidelines for making an appropriate choice of interaction potentials and simulation conditions for atomistic investigations on molten iron at steelmaking temperatures.

Interaction Potentials for Iron

Three well-known interaction potentials for iron were investigated in these simulations. The specific features of these potentials are detailed below:

Rosato potential

Based on many-body Finnis-Sinclair (FS) approach, the total energy of an assembly of N atoms at positions \( R_i \) is written as

\[
U_{tot} = U_e + U_p
\]  

(1)

\( U_e \) represents the cohesive band energy and \( U_p \) is the repulsive core-core interaction. Using a pair-wise potential \( V, U_p \) can be written as

\[
U_p = \frac{1}{2} \sum_j V(R_j)
\]

(2)

A quadratic polynomial was used to represent the pair potential \( V(r) \)

\[
V(r) = (r - c)^2 + \beta(r - d)^2, \quad r \leq d = 0 \quad r > d
\]

(3)

Where,

\[
\phi(r) = (r - d)^2 + \beta(r - d)^2, \quad r \leq d = 0 \quad r > d
\]

(5)

\[
A = 1.828905 \ eV \AA^{-2}; \quad d = 3.569745 \ \AA; \quad \beta = 1.8
\]

\( r_i \) represents the inter-atomic separation between atoms at sites \( i \) and \( j \). The functional form was chosen as a square root to mimic the tight-binding theory and the function \( \phi \) as a sum of overlap integrals. The range \( d \) in Eq. 5 is a disposable parameter, assumed to lie between the second and third nearest neighbours. Further details on potential parameters used above can be found elsewhere [27].

This potential has been used extensively to study defect properties, elastic behaviour and cohesive properties of iron crystals at zero Kelvin and/or at low temperatures [13,15]. Simulations using this potential are generally carried out in the constant volume NVT ensemble; only small displacements of atoms from their mean position are permitted. This potential has a soft core-core repulsion at small distances that varies as a quadratic polynomial; various atoms could come fairly close when significant atomic movement gets incorporated at high temperatures, especially during simulations in an NPT ensemble.

The Mendelev potential

In the potential developed by Mendelev et al. [19], the energy of an assembly of N atoms is given by

\[
E = \frac{1}{2} \sum_{i \neq j} V_{ij}(r_{ij}) - \frac{1}{2} \sum_{i \neq j} \sum_{k \neq j} \Phi(r_{ij})
\]

(6)

Where \( V_{ij} \) is the pair-wise repulsive part of the potential and \( \Phi \) the many body cohesive term of the potential. This potential is divided in three regions. For distances smaller than the nearest neighbour spacing, the atom-atom interactions are described by pair-wise interactions between charged nuclei. Using a 'universal' screened coulomb function, the potential can be written as

\[
V(r) = \frac{Z^2q^2 \phi(r)}{r} \text{ for } r < 0.9 \ \AA
\]

(7)

\[
\phi(x) = 0.181 \exp(-120x) + 0.509 \exp(-20x) + 0.208 \exp(40x) + 0.028 \exp(-20x)
\]

(8)

where \( r_B \) is the Bohr radius and \( Z \) the atomic number of iron.

For regions \( r > 1.9 \ \AA \), cubic splines were used with a form:

\[
\Phi(x) = \sum_{i=1}^{3} A_i H(R_i - x) - 4 R_i - x)
\]

(9)

\[
\Phi(x) = \sum_{i=1}^{3} A_i H(R_i - x) - 4 R_i - x)
\]

(10)

Where \( H \) is the heavy side step function. Various coefficients are:

\[
a_1 = -36.5998, \quad a_2 = 62.416, \quad a_3 = -13.1556, \quad a_4 = 2.7214, \quad a_5 = 8.7620, \quad a_6 = 100.0 \ \text{in units of } eV/\AA^2; \quad A_1 = 72.8683, \quad A_2 = -100.945 \ \text{in units of } eV/\AA^2;
\]

\[
r_1 = 1.18, \quad r_2 = 1.15, \quad r_3 = 1.08, \quad r_4 = 0.99, \quad r_5 = 0.93, \quad r_6 = 0.866 \ \text{in units of } \AA; \quad R_1 = 1.3 \ \text{and } R_2 = 1.2, \quad a_1 = 2.8665 \ \text{in units of } \AA.
\]

For regions between 0.9 and 1.9 \( \AA \), a simple interpolation technique was used to ensure the continuity of potential, its first derivative and for a smoothly varying second derivative.

\[
\Phi(r) = \begin{cases} 0.181 \exp(-120r) + 0.509 \exp(-20r) + 0.208 \exp(40r) + 0.028 \exp(-20r) & 0.9 < r < 1.9 \ \AA \\
\end{cases}
\]

(11)

\[
B_{1,2} = 7.147, \quad B_1 = 0.69 \ \AA^2, \quad B_2 = -4.166 \ \AA^2, \quad B_3 = 1.0687 \ \AA^3
\]

Further details on potential parameters used above can be found elsewhere [28,29]. This model potential has been used extensively as an EAM potential. A specific aspect of this model is the Coulomb
Due to the fact that they participated in interactions with the cell was kept fixed in order to keep the overall volume constant. Three lattice sizes, namely, 10×10×10, were used to investigate the defect behaviour in the solid iron and other system properties [19-21]. Both Rosato and Mendelev potentials have generally been used to determine the influence of simulation in simulating high temperature and high pressure phases of iron under extreme conditions present in the earth's outer core [22-25]. In this potential, the Finnis-Sinclair component is incorporated through a negative 1/r^6 tail in the pair potential component. This potential can be written as

\[ E_{\text{pot}} = \frac{1}{2} \sum_{i,j}^{N} V(r_{ij}) - c \sum_{i,j} \rho(r_{ij}) \]

(12)

Where \( E_{\text{pot}} \) is the total energy of the system, \( V(r_{ij}) \) represents the interaction between atoms \( i \) and \( j \) at a distance \( r_{ij} \),

\[ V(r_{ij}) = \frac{a}{r_{ij}^6} \]

\[ \rho(r_{ij}) = \frac{a}{r_{ij}^3} \]

(13)

The potential was fitted to energy-volume data. The parameters showing the best fit were determined to be: \( \epsilon = 0.017 \ 306 \ \text{eV}, \ a = 3.471 \ \text{Å}, n_{1} = 8.137 \ 381, m = 4.7877, r_{c} = 24.9390 \) [21].

This potential is strongly repulsive at small distances (1/\( r^6 \) dependence), a key point of difference between the other two potentials used in this study. Secondly, this potential has a very long range (9.5 Å); the Rosato potential has a range of only 3.5 Å. Thirdly, computer simulations using this potential have generally been carried out using the NPT ensemble as against the NVT ensemble for the other two potentials. This potential has generally been used to study the behaviour of molten iron under extreme conditions of temperature and pressure [24,25]. Both Rosato and Mendelev potentials have generally been used to investigate the interaction between atoms placed on the lattice sites. Three lattice sizes, namely, 10×10×10, 12×12×12 and 14×14×14 were used during simulations.

For simulations in the NVT ensemble, the outer boundary of the cell was kept fixed in order to keep the overall volume constant. Atoms located on the boundary were therefore not allowed to move; however these atoms could participate in interactions with neighbouring atoms. Periodic boundary conditions were not used in these simulations. Simulations in the NPT ensemble were carried out in two steps: the volume was kept fixed during simulations in the first step, followed by the periodic changes in the total volume of the simulation cell in the second step. The application of pressure after a number of constant volume runs, allowed for the volume and shape changes to the simulation cell permitting the structure to attain its natural state. Pressure also made contributions to the system energy through a PΔV term, where P is the pressure and ΔV the change in the simulation cell volume. A pressure of 1 atmosphere was used in these studies; the simulation temperature was varied from 600 K to 3000 K.

An atom was chosen at random from the inner simulation lattice; it was allowed one of three possible positional movements: ±\( \Delta X \), ±\( \Delta Y \) and ±\( \Delta Z \). A number set between 0 and 1 was divided into three equal subsets, which were then allocated to specific atomic movements. A random number \( \eta \) was chosen uniformly between 0 and 1 and directed to the appropriate subset. The deviation of \( \eta \) from the midpoint of the subset, determined the sign and the magnitude of the specific movement. Simulations were carried out with the maximum step size ranging between 0.2 to 0.4 Å. A few simulations were carried out by applying multiple movements to a given atom simultaneously. These however showed a poor convergence with most of the moves becoming energetically unfavourable and were rejected.

The computation of energies was one of the most time consuming part of the simulation algorithm. With the number of atoms in the simulation cell ranging between 2000 and 5488, it required the computation of a very large number of atom-atom distances. Two sets of energy computations were carried out on a selected atom. In the first set, the interacting neighbouring cell of the central atom was visualised as a 3 × 3 lattice surrounding it. All atomic interactions beyond this cell were neglected. In the second set, the size of the interacting cell was increased to 5×5. This increase in the cell size contributed to less than 1% change in energy, but resulted in more than five-fold increase in the simulation time. The contributions from distant neighbours can however become important at high temperatures due to lattice fluctuations and disorder close to melting. The interaction cell was therefore chosen as 5×5, with minor modifications to the algorithm for atoms on the outer boundary. A further increase in the size of the interaction cell was found quite unnecessary at all temperatures.

The range of interaction/cut-off distance was chosen as 3.5 Å for the Rosato potential, 5 Å for the Mendelev potential and 9.5 Å for the Sutton-Chen potential. The ranges were determined from the characteristics of original potentials and were not arbitrarily fixed for these simulations. The energy change \( \Delta E \) due to the atomic move was calculated. The movement was accepted for \( \Delta E \geq 0 \). For \( \Delta E > 0 \), the move could be accepted with a transition probability \( W \)

\[ W = \exp(-\Delta E / k_{B}T) \{ 1 + \exp(-\Delta E / k_{B}T) \} \]

(14)

where \( k_{B} \) and \( T \) are respectively the Boltzmann constant and temperature [30,31]. \( W \) was compared to a random number \( \eta \) chosen uniformly between 0 and 1. The move was accepted for \( W > \eta \); otherwise the old configuration was counted once more for averaging. The dynamics of the model consisted of generating a Markovian trajectory through the configuration space. This 'Kawasaki dynamics' conserves the concentration of the system and is expected to lead to equilibrium distribution in the limit where the number of states generated tends to infinity. In practice, one expects to achieve fairly accurate results for 10^8 to 10^9 MC steps.
A distance fluctuation criterion was used as an order parameter for a quantitative measure of local disorder [32]. The distance dependent Etters-Kaelberer parameter $\Delta_{ss}$ can be written as

$$\Delta_{ss} = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{1}{NP} \left( \frac{r_{ij} - \langle r_{ij} \rangle}{\langle r_{ij} \rangle} \right)^2$$

Where $r_{ij}$ is the distance between atoms $i$ and $j$, $\langle r_{ij} \rangle = \langle r_{ij} - \langle r_{ij} \rangle \rangle$.

While a small reduction in the transition temperature was obtained with the simulation cell size increasing from 10 to 12, no further change was observed when the lattice size was increased to 14. These results are shown in Figure 3.

### Mendelev potential

Computer simulation results using the Mendelev potential in the NPT ensemble are shown in Figure 4; the variation of energy and distance fluctuation parameter have been plotted for step-sizes ranging between 0.2 to 0.4 Å. The phase transition was marked clearly as a well-defined reduction in energy and a rapid discontinuous increase in the distance fluctuation parameter. The transition temperature was found to be very sensitive to the step size used, decreasing from 2550 K to 1650 K with the step size increasing from 0.2 to 0.4 Å. These temperatures were consistently higher than those observed for the Rosato potential. Corresponding results for the Mendelev potential in the NVT ensemble are shown in Figure 5. Transition temperatures of 2300 K (0.3 Å) and 2100 K (0.4 Å) were obtained. Simulations in the NVT ensemble were also carried out using 12x12x12 and 14x14x14 lattices with a step size of 0.3 Å. While a small reduction in the transition temperature was obtained with the simulation cell size increasing from 10 to 12, no further change was observed when the lattice size was increased to 14, a trend similar to that observed for the Rosato Potential. These results are shown in Figure 6.
Sutton-Chen potential

Interaction parameters for the Sutton-Chen potential were determined from investigations on molten iron under extreme conditions of temperature and pressure present in earth’s interior. Simulations were therefore carried out only in the NPT ensemble with the step sizes 0.2 and 0.3 Å. Two key differences were observed (Figure 7). First the energy/atom was found to be significantly higher (~2 eV), as compared to corresponding energies for the other two potentials ~ -4 eV (typical cohesive energies for iron reported in the literature [16]). Secondly, the melting transition was found to occur at very low temperatures (750 K and 650 K) as compared to the experimental values (~1800K). It is quite likely that these potential parameters need to be modified before their application to atmospheric pressure and lower temperature simulations. Due to significant differences observed, further simulations were not carried out with this potential.

Discussion

Various simulation results have been summarised in Table 1. These include data for the onset of structural disorder and the melting transition of iron using a range of simulation parameters, ensembles, lattice sizes and potentials. Up to 2.5 × 10^7 Monte Carlo steps were used per site in each simulation scenario, as the system is expected to reach equilibrium during these long simulations. The large scatter
seen in the simulated results cannot be attributed to inadequate simulation times or lack of equilibrium. The phase transitions in all cases under investigation were clearly marked by discontinuities in energy, along with sharp increases in local disorder and associated transformations of pair-correlation functions. A melting temperature of 2400 K has previously been reported in literature for the Rosato potential [36]. However these authors did not provide sufficient details on simulation parameters. The scatter in results was very high while using the NPT ensemble (1575 K to 2400 K). Increasing the lattice size in the NVT ensemble had a marginal influence on the transition temperature thereby indicating that the absence of periodic boundary conditions did not significantly affect the transition temperature. The results from the Mendelev potential also showed a significant scatter (1650 K to 2550 K) under different conditions.

The Sutton-Chen potential showed very low temperatures for the melting transition, which we believe points to the inadequacy of the parameter set used for this temperature/pressure regime. For BCC iron, typical volume associated with every atom is ~12.45 Å³ (lattice parameter: 2.92 Å, close to the melting point); and for molten iron at 6000 K and at 330 GPa in earth’s interior, typical volume associated with every atom is ~6.8 Å [3,25]. The distances involved in those simulations therefore are much shorter and potentials are correspondingly much harder and strongly repulsive. The extension of these potentials for atmospheric pressure simulations could therefore prove to be a non-trivial exercise; and these potentials may not be suitable for these conditions.

A reduction in the size of the MC step, representing smaller atomic displacement during simulations generally resulted in higher transition temperatures. Most of the simulations were carried out for 2x10⁷ Monte Carlo Steps per site, with a typical simulation run using up to 50 hours of CPU time. Such a length of simulation time is adequate in most cases. Extending simulations over even longer times might result in minor improvements. However it is neither

Figure 5: Simulations using the Mendelev potential in an NVT ensemble; maximum step sizes are indicated in the top right corners.

Figure 6: Simulations using the Mendelev potential in an NVT ensemble as a function of lattice size; the simulation cell dimensions are indicated in the top right corners. A maximum step size of 0.3 Å was used in these simulations.

Figure 7: Simulations using the Sutton-Chen potential in an NPT ensemble; maximum step sizes are indicated in the top right corners. Corresponding results for the distance fluctuation potential have also been presented. Time is measured in 10⁵ Monte Carlo Steps per site (MCSS).
practical nor viable to increase processing time much further. Another important observation is regarding significant increases in the distance fluctuation parameters with the onset of local disorder close to melting. These were found to be very sensitive near the energy plot. The onset of local disorder/instabilities represents an important precursor to the melting transition. It is possible that the choice of small step size/atomic movements limited the extent of local disorder resulting in a delayed onset of melting.

A number of authors have looked for microscopic precursor mechanisms prior to melting. One of the popular concepts relates to the softening of phonon modes with increasing temperature when atoms no longer possess sufficient restoring force to return to equilibrium positions [36]. The creation/excitation of point defects and dislocations also destroy the periodicity of the lattice. Dislocation lines have also been observed as precursors to melting during Monte Carlo simulations [37]. Bocchetti and Diep [38] have reported on the melting of rare-gas crystals; computer simulations were carried out using Lennard Jones potentials. Simulated melting temperatures have generally been found to be ~13 to 20% higher than the experimental values. The nature of the potential, which should ideally originate from the symmetry of atomic orbitals, can also play an important role; however ab-initio calculations on real system are not yet possible. In the Fe-C phase diagram, the liquidus line depends sensitively on the carbon level varying from 1812 K at zero carbon to low temperature eutectic at 1420 K for 4.3% C. Due to the scatter/uncertainties observed in the simulated data; a realistic application of computer simulation for steelmaking process would require further developments in the field.

Concluding Remarks

In-depth Monte Carlo simulations were carried out to determine the onset of structural disorder and the melting transition in BCC iron. A range of simulation variables, statistical ensembles and interaction potentials were investigated in a systematic manner. However a large scatter was observed in the simulated results and no well-defined trends or functional dependence could be established. Our results show that two very well-known iron potentials, developed specifically for zero Kelvin applications, clearly showed the melting transition in BCC iron. However a direct correlation could not be established between theory and experiment for quantitative investigations. Iron potentials developed for earth sciences under extremely high pressures/temperatures were not found suitable for steelmaking applications. Further work is therefore required for developing optimum potentials designed specifically for steelmaking applications either by optimising interaction parameters or through developing novel potentials fitted to high temperature properties.
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