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Abstract

The purpose of this study was to examine the relationship between systematic risk criteria, previous return and expected return of Iranian companies. This study is a library and analytical-causal research and is based on the analysis of panel data. In this research, financial data of 105 firms accepted in Tehran Stock Exchange during the period of 2010-2015 has been investigated. The results of the research regarding the confirmation of the first hypothesis of the research showed that there is a significant and direct relationship between the systemic risk criteria and the expected returns of the firms. Also, according to the analysis done in connection with the confirmation of the second research hypothesis, we concluded that there is a significant and direct relationship between the systemic risk criteria and the expected return of the firms.
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Introduction

Large corporate executives are looking for a suitable risk-related business model and they are always trying to reduce fluctuations in profits during the fiscal year and increase stock return fluctuations in a positive direction, and control the expected return on stocks during the downturn. Controlling risk as a preventive measure reduces the intensity of the structural fluctuations of economic shocks and was first proposed by Loungani. Other researchers, such as Black, also suggested that the fundamental factor in previous returns were economic, such as the rate of economic growth. Recently, Bloom and colleagues argued that shocks created by predictions of expected stock returns would improve the business cycle and the life span of corporate business cycles.

Statement of the problem

With the expansion of business entities and diversification in production, large corporations have been created and today stock transfers and receiving stock returns are considered as one of the key issues in the economies of countries [1]. Ongoing Increase of investment in stock markets, and thus the increase of the volume of trades, requires the creation of online regulations in the economy of countries [2]. Blitz et al. [3] concluded that the two factors on the risk of the firm and the expected return on stocks in most of the capital market companies are a milestone in boosting stock exchanges [4,5]. Theoretically, investment is divided into two short- and long-term investment sectors. Regarding long-term investments, that are part of the long-term corporate goals, stock returns from firms' risk will be very effective in relation to investment policies [6]. Regarding the main goal of this research, the researcher seeks to find out whether the systematic risk-taking criterion affects previous returns and expected returns on stocks in admitted firms is effective on Iranian firms.

Significance of the study

One of the most important financial issues in the country's economy is the discussion of dividend fluctuations and volume of transactions and paying attention to the risk of firms in Tehran Stock Exchange. Considering the importance of the variables of the growth rate of stock returns, the volume of stock transactions, the systematic risk criteria, the company's growth opportunities and the return on the stock market, and its impact on the volume and amount of transactions, it turns out that companies that have high risk-taking in relation to changes will experience positive or negative fluctuations in profits in their research showed that magnifying the importance of systematic risk factor regarding the fluctuations in stock returns as a factor in unblocking transactions by managers has led to attracting more investors, and this testifies to increased efficiency and high performance of companies. Also, the relationship between the factors affecting the stocks return from the company's risk will be an important factor in boosting the capital market [6]. The attraction of investors in the capital market of our country, considering the emergence of the capital market compared to advanced countries is very important for managers. In order to reach this goal, identifying the influence ratio of factors such as fluctuations in previous stock returns and stock returns due to company risk and its impact on expected stock return can be the key to achieving the ultimate goal of companies which is maximum profitability.

Research Hypothesis

- **First hypothesis**: There is a meaningful relationship between the systemic risk criteria and previous company returns.
- **Second hypothesis**: There is a significant relationship between the systemic risk criteria and the expected returns of the companies.

The variables of this research are classified into three groups

**Dependent variables**

- **i company's previous returns in year** \( t \).
- **Expected returns of i company in year** \( t \).

**Independent variable**

- The systematic risk factor of company \( i \) in year \( t \).
Control variables

- Size of company \(i\) in year \(t\).
- Growth opportunities of company \(i\) in year \(t\).
- The ratio of stock trades of company \(i\) in year \(t\).
- The negative return of company \(i\) in year \(t\).
- Conflict of previous returns and company risk of company \(i\) in year \(t\).

Test of empirical Cdf fluctuations

In the test of fluctuations of empirical growth of variables, through a graph, the empirical growth of variables are shown over the years under study. Empirical growth of variables indicates the positive or negative growth rates of these variables, taking into account the amount of deviations existing. The positive or negative growth rates of dependent, independent and control variables are displayed simultaneously in a graph. One of the influential properties of this test is to identify the degree of convergence of growth variables for the final estimation of the model based on the data of panel data. The estimated graph of the empirical growth of variables is estimated by Minitab 17.1 software as follows (Figure 1):

Descriptive statistics of the research variables

The descriptive statistics status of the model variables after screening and deletion of data using SPSS 20 software is presented in Table 1

According to Table 1, the mean of previous returns and expected returns of sample companies is equal to 0.1449 and 0.5128 respectively, with the lowest and highest values equal to 0.0008, 0.00222, and 0.9462, 2.7222. Investigating the skewness and kurtosis of this variable, which should be 0 and 3, respectively, so that the variable has a normal distribution, indicates that this variable has no normal distribution. Based on the descriptive statistics presented in Table 1, the mean of the systematic risk factor of sample companies during the research period was positive and equal to 0.6046. Also, the positive ratio of stock trades of company \(i\) in year \(t\). The estimated graph of the empirical growth of variables is estimated by Minitab 17.1 software as follows (Figure 1):

Testing the normal distribution of the dependent variable of the research

In Table 2, the results of the K-S test are presented for the variables of previous returns and expected return of sample companies.

Mode 1: 

\[
R_{i,t} = \alpha_{0} + \beta_{1}(Risk \ Measure)_{i,t} + \beta_{2}\ln(Size)_{i,t} + \beta_{3}\ln(B/M)_{i,t} + \beta_{4}(Tda)_{i,t} + \beta_{5}\Re tNEG_{i,t} + \beta_{6}(Re tPos `Risk \ Measure)_{i,t} + \varepsilon_{i,t}
\]

Mode 2: 

\[
HR_{i,t} = \alpha_{0} + \beta_{1}(Risk \ Measure)_{i,t} + \beta_{2}\ln(Size)_{i,t} + \beta_{3}\ln(B/M)_{i,t} + \beta_{4}(Tda)_{i,t} + \beta_{5}\Re tNEG_{i,t} + \beta_{6}(Re tPos `Risk \ Measure)_{i,t} + \varepsilon_{i,t}
\]

Where, the company \(i\)’s previous returns in year \(t\) (\(R_{i,t}\)). The systematic risk measure of company \(i\) in year \(t\) ((\(Risk \ Measure)_{i,t}\)). The ratio of stock trades of company \(i\) in year \(t\) ((\(Tda)_{i,t}\)). The contrast between previous returns and company risk of company \(i\) in year \(t\) ((\(Re tPos `Risk \ Measure)_{i,t}\)).

Given that for the variables of the previous returns and the expected return, the significance level of the K-S statistic is less than 0.05, so the hypothesis that the distribution of these variables is normal in the 95% confidence level is rejected, indicating that the variability of previous returns And expected returns are not normally distributed. Graph 2 (Q-Q plot) shows the abnormal distribution of the dependent variable (Figure 2 and Table 4).

Graph 2: shows the abnormality of the distribution of previous return variables and expected return of companies Q-Q plot diagram, showing the abnormality of the distribution of the dependent variable

Mode 1: 

\[
R_{i,t} = \alpha_{0} + \beta_{1}(Risk \ Measure)_{i,t} + \beta_{2}\ln(Size)_{i,t} + \beta_{3}\ln(B/M)_{i,t} + \beta_{4}(Tda)_{i,t} + \beta_{5}\Re tNEG_{i,t} + \beta_{6}(Re tPos `Risk \ Measure)_{i,t} + \varepsilon_{i,t}
\]

Mode 2: 

\[
HR_{i,t} = \alpha_{0} + \beta_{1}(Risk \ Measure)_{i,t} + \beta_{2}\ln(Size)_{i,t} + \beta_{3}\ln(B/M)_{i,t} + \beta_{4}(Tda)_{i,t} + \beta_{5}\Re tNEG_{i,t} + \beta_{6}(Re tPos `Risk \ Measure)_{i,t} + \varepsilon_{i,t}
\]

Where, the company \(i\)’s previous returns in year \(t\) (\(R_{i,t}\)). The systematic risk measure of company \(i\) in year \(t\) ((\(Risk \ Measure)_{i,t}\)). The ratio of stock trades of company \(i\) in year \(t\) ((\(Tda)_{i,t}\)). The negative return of company \(i\) in year \(t\) (\(Re tNEG_{i,t}\)). The contrast between the previous returns and the risk of company \(i\) of year \(t\) ((\(Re tPos `Risk \ Measure)_{i,t}\)).

According to Table 5, since after the normalization of data, the significance level (Sig.) of the Kolmogorov-Smirnov statistic for dependent variables is higher than 0.05 which are (0.884) and (0.954). Therefore, the hypothesis is confirmed at 95% confidence level indicates that previous returns variables and the expected return have a normal distribution after the normalization process Graph 3 (Q-Q plot) shows the normal distribution of dependent variables after the normalization process by Johnson's transfer function (Figure 3).

Graph 3: shows the normal distribution of the variability of previous returns and the expected return after the normalization process of the diagram (Q-Q plot) representation of the normal distribution of the dependent variables (Figure 4).

Investigating the correlation between research variables

In this section, using the Pearson correlation coefficient, we investigate the relationship and correlation between the research variables. The matrix of correlation coefficients between the variables of the research is given in Table 6.

In relation to growth opportunities, this variable shows a negative and significant correlation with the ratio of stock trades. The ratio of stock trades also has a positive and significant correlation with the contrast between previous returns and risk.

The study of collinearity between the variables of the research: Collinearity means a linear relationship among explanatory or independent variables. One of the ways of identifying collinearity or non-culinary is to study the correlation between independent variables. Unless the correlation between the independent variables is intense, there is no collinearity problem. In this study, the correlation between independent variables was investigated using Pearson correlation coefficient. As shown in Table 6, the systematic risk factor variable has a direct correlation which is very strong. Therefore, due to the existence of a culinary problem between these variables, simultaneous entry of these variables into a model is not possible and it is necessary to examine and test them in the form of separate.
models. Regarding other variables, due to lack of strong correlation, we can say that there is no collinearity problem between them and their simultaneous entrance in the model will not cause a culinary problem. The non-collinearity graph of the research variables is as follows (Figure 5):

2. **Second hypothesis**: There is a significant relationship between the systemic risk criteria and the expected returns of the companies.

**Test results of the first hypothesis of the research**: There is a meaningful relationship between the systemic risk criteria and previous company returns and its statistical hypothesis is defined as follows:

- H0: There is no meaningful relationship between the systemic risk criteria and previous corporate returns.
Figure 2: Abnormality of the distribution of previous return variables and expected return of companies.

Figure 3: Normal distribution of the variability of previous returns and the expected return after the normalization process.

Figure 4: Normalization test of dependent variable by Johnson's transfer function using mini-tab software.
H1: There is a significant relationship between the systematic risk measure and the company’s previous returns.

This hypothesis is estimated using model (1) as panel data and will be approved if the coefficient is significant at 95% confidence level.

\[
R_{i,t} = \alpha_0 + \beta_1 \text{Risk Measure}_{i,t} + \beta_2 \text{Ln(Size)}_{i,t} + \beta_3 \text{Ln(B/M)}_{i,t} + \beta_4 (Tda)_{i,t} + \beta_5 \text{Re NEG}_{i,t} + \beta_6 \text{Re tPOS Risk Measure} \cdot \text{Re NEG}_{i,t} + \varepsilon_{i,t}
\]

(1)

To determine if the panel data approach is useful in estimating the model, it is necessary to use Chow/F test and to determine which method (fixed effects or random effects) is more suitable for estimation (determining fixed or randomness of the differences between sectional units Hausman test is used. The results of these tests are presented in...
Table 7. According to the results of the Chow test and its P-value (0.0000), the test hypothesis was rejected at the 95% confidence level, indicating that panel data can be used. Also, according to the results of the Hausman test and its P-value (0.0009) which is less than 0.05, the test hypothesis is rejected at a 95% confidence level and the hypothesis is accepted. Therefore, it is necessary to estimate the model using the fixed effects method.

In order to measure the validity of the model and to examine the assumptions of the classical regression, it is necessary to study the absence of collinearity between the independent variables entered in the model. In addition, some tests regarding the normality of the residuals, homogeneity of the variances, the independence of the residuals, and the absence of model specification error (linearity of the model) need to be done. To test the normality of error sentences, various tests can be used. One of these tests is the Jarque-Bera test, which is used in this study. The results of the Jarque-Bera test indicate that the residuals from the estimation of the research model have a normal distribution at 95% confidence level, so the probability of this test (0.8214) is greater than 0.05. Another statistical assumption of classical regression is the homogeneity of variance of the residuals. If the variances are not homogeneous, the linear estimator is unbiased and will not have the least variance. In this study, Breusch–Pagan test was used to check the homogeneity of variances. Given the significance level of this test, which is less than 0.05 (0.0000), the null hypothesis stating the existence of the homogeneity of variance is rejected and it can be said that the model has heterogeneity of variance problem. In this study, the generalized least squares estimation (GLS) method has been used to solve this problem. In this study, the Durbin-Watson test (D-W) was used to test the non-correlation of residuals, which is one of the assumptions of regression analysis, and is called self-correlation. According to the preliminary results of the model estimation, the value of Durbin-Watson statistic is 2.07 and since it is between 1.5 and 2.5, it can be concluded that the residuals are independent of each other. In addition, to test whether the model has a linear relationship and whether the research model is properly explained in terms of linearity or non-linearity, Ramsey test has been used. Considering that the significance level of Ramsey test (0.2145) is greater than 0.05, therefore, the null hypothesis of this test assuming the linearity of the model is confirmed and the model has no specification error. The results of the above tests are summarized in Table 8.

![Figure 7: Results of estimation of model 2 by GLS method.](image-url)
According to the results of Chow and Hausman tests as well as the results of the test of statistical assumptions of classical regression, model (1) of the research is estimated using the panel data method and as a fixed effect. The estimated model results are presented in Figure 5. The estimated shape of the model using Eviews 7 software will be as follows:

$$R_{i,t} = 0.2666 + 0.0781(Risk\ Measure)_{i,t} - 0.2117\ln(\text{Size})_{i,t} + 0.6286(Re\ \text{tPos} \ `\ Risk\ Measure)_{i,t} + \varepsilon_{i,t}$$

**Results of estimating model 1 by GLS method**

**Model:** $HR_{i,t} = \alpha_{i} + \beta_{1}(Risk\ Measure)_{i,t} + \beta_{2}\ln(\text{Size})_{i,t} + \beta_{3}\ln(B/M)_{i,t} + \beta_{4}(Tda)_{i,t} + \beta_{5}\Re\ tNEG_{i,t} + \beta_{6}(Re\ \text{tPos} \ `\ Risk\ Measure)_{i,t} + \varepsilon_{i,t}$

**Mode2:** $HR_{i,t} = \alpha_{i} + \beta_{1}(Risk\ Measure)_{i,t} + \beta_{2}\ln(\text{Size})_{i,t} + \beta_{3}\ln(B/M)_{i,t} + \beta_{4}(Tda)_{i,t} + \beta_{5}\Re\ tNEG_{i,t} + \beta_{6}(Re\ \text{tPos} \ `\ Risk\ Measure)_{i,t} + \varepsilon_{i,t}$

Where, the company $i$’s previous returns in year $t$ ($R_{i,t}$). Expected returns of company $i$ in year $t$ ($HR_{i,t}$). The systematic risk measure of company $i$ in year $t$ ($Risk\ Measure)_{i,t}$. The size of company $i$ in year $t$ ($\ln(\text{Size})_{i,t}$). Company $i$’s growth opportunities in year $t$ ($\ln(B/M)_{i,t}$). The ratio of stock trades of company $i$ in year $t$ ($Tda_{i,t}$). The negative return of company $i$ in year $t$ ($tNEG_{i,t}$). The contrast between the previous returns and the risk of company $i$ of year $t$ ($Re\ \text{tPos} \ `\ Risk\ Measure)_{i,t}$).

In studying the significance of the whole model, considering that the probability of F statistic is smaller than 0.05 (0.000), with the confidence level of 95%, the significance of the whole model is confirmed. The coefficient of determination also indicates that 83.41% of the companies’ previous returns are explained by the variables entered in the model.

In order to study the significance of the coefficients according to the results presented in Table 9, since the probability of $t$ statistic for the coefficient of variable of the systematic risk factor is less than 0.05 (0.0000), the existence of a significant relationship between the systematic risk factor and previous returns at the confidence level of 95% is confirmed. Therefore, the first hypotheses of the research are accepted and it, with 95% confidence, can be said that there is a meaningful relationship between the systemic risk criteria and the expected returns of the companies.

**Results of the test of the second research hypothesis:** The purpose of the second hypothesis test is to investigate whether there is a meaningful relationship between the systematic risk criteria and the expected returns of firms. And its statistical hypothesis is as follows:

- $H_1$: There is a significant relationship between the systemic risk criteria and the expected returns of the companies.

These hypotheses are estimated using the model (2) as panel data and will be approved if the coefficient is significant at 95% confidence level.

There is a significant relationship between the systematic risk criteria and the expected returns of the companies.

$$H_0 : \beta_1 = 0$$

$$H_1 : \beta_1 \neq 0$$

(2)

The results of the Chow test (to determine the use of panel or mixed data methods) and Hausman test (to determine the use of the fixed or random effects method in panel data method) for models (2) are presented in Table 10.

According to the results of Chow test and its P-Value (0.0002), the test hypothesis is rejected at the 95% confidence level, indicating that panel data can be used. Also, according to the results of the Hausman test and its P-Value test (0.0283) which is less than 0.05, the hypothesis is rejected at the 95% confidence level and the hypothesis is accepted. Therefore, it is necessary to estimate the model using the fixed effects method. In examining the classical regression assumptions, the results of the Jarque-Bera test indicate that the residuals of estimating the research model is normally distributed at 95% confidence level in a way that the probability of this test (0.7214) is greater than 0.05. Considering the significance level of the Breusch–Pagan test, which is smaller than 0.05 (0.0114), the null hypothesis stating the existence of variance homogeneity is rejected and it can be said that the model has a variance heterogeneity problem. On this hypothesis, the generalized least squares estimation (GLS) method has been used to eliminate this problem. In the self-correlation test of the residuals of the model carried out by Durbin–Watson test (DW), Durbin–Watson statistic was 2.49. Since it is between 1.5 and 2.5, it can be concluded that the residuals are independent of each other. Moreover, considering that the significance level of Ramsey Test is greater than 0.05, it can be concluded that the residuals are independent of each other. Therefore, it is necessary to reject the hypothesis of the Breusch–Pagan test, which is considered as a test of the residuals of the model. In examining the classical regression assumptions, the results of the Jarque–Bera test indicate that the residuals of estimating the research model is normally distributed at 95% confidence level in a way that the probability of this test (0.7214) is greater than 0.05. Considering the significance level of the Breusch–Pagan test, which is smaller than 0.05 (0.0114), the null hypothesis stating the existence of variance homogeneity is rejected and it can be said that the model has a variance heterogeneity problem. On this hypothesis, the generalized least squares estimation (GLS) method has been used to eliminate this problem. In the self-correlation test of the residuals of the model carried out by Durbin–Watson test (DW), Durbin–Watson statistic was 2.49. Since it is between 1.5 and 2.5, it can be concluded that the residuals are independent of each other. Moreover, considering that the significance level of Ramsey Test is greater than 0.05, it can be concluded that the residuals are independent of each other. Therefore, it is necessary to reject the hypothesis of the Breusch–Pagan test, which is considered as a test of the residuals of the model. In examining the classical regression assumptions, the results of the Jarque–Bera test indicate that the residuals of estimating the research model is normally distributed at 95% confidence level in a way that the probability of this test (0.7214) is greater than 0.05. Considering the significance level of the Breusch–Pagan test, which is smaller than 0.05 (0.0114), the null hypothesis stating the existence of variance homogeneity is rejected and it can be said that the model has a variance heterogeneity problem. On this hypothesis, the generalized least squares estimation (GLS) method has been used to eliminate this problem. In the self-correlation test of the residuals of the model carried out by Durbin–Watson test (DW), Durbin–Watson statistic was 2.49. Since it is between 1.5 and 2.5, it can be concluded that the residuals are independent of each other. Moreover, considering that the significance level of Ramsey Test is greater than 0.05, it can be concluded that the residuals are independent of each other. Therefore, it is necessary to reject the hypothesis of the Breusch–Pagan test, which is considered as a test of the residuals of the model. In examining the classical regression assumptions, the results of the Jarque–Bera test indicate that the residuals of estimating the research model is normally distributed at 95% confidence level in a way that the probability of this test (0.7214) is greater than 0.05. Considering the significance level of the Breusch–Pagan test, which is smaller than 0.05 (0.0114), the null hypothesis stating the existence of variance homogeneity is rejected and it can be said that the model has a variance heterogeneity problem. On this hypothesis, the generalized least squares estimation (GLS) method has been used to eliminate this problem. In the self-correlation test of the residuals of the model carried out by Durbin–Watson test (DW), Durbin–Watson statistic was 2.49. Since it is between 1.5 and 2.5, it can be concluded that the residuals are independent of each other. Moreover, considering that the significance level of Ramsey Test is greater than 0.05, it can be concluded that the residuals are independent of each other. Therefore, it is necessary to reject the hypothesis of the Breusch–Pagan test, which is considered as a test of the residuals of the model. In examining the classical regression assumptions, the results of the Jarque–Bera test indicate that the residuals of estimating the research model is normally distributed at 95% confidence level in a way that the probability of this test (0.7214) is greater than 0.05. Considering the significance level of the Breusch–Pagan test, which is smaller than 0.05 (0.0114), the null hypothesis stating the existence of variance homogeneity is rejected and it can be said that the model has a variance heterogeneity problem. On this hypothesis, the generalized least squares estimation (GLS) method has been used to eliminate this problem. In the self-correlation test of the residuals of the model carried out by Durbin–Watson test (DW), Durbin–Watson statistic was 2.49. Since it is between 1.5 and 2.5, it can be concluded that the residuals are independent of each other. Moreover, considering that the significance level of Ramsey Test is greater than 0.05, it can be concluded that the residuals are independent of each other. Therefore, it is necessary to reject the hypothesis of the Breusch–Pagan test, which is considered as a test of the residuals of the model. In examining the classical regression assumptions, the results of the Jarque–Bera test indicate that the residuals of estimating the research model is normally distributed at 95% confidence level in a way that the probability of this test (0.7214) is greater than 0.05. Considering the significance level of the Breusch–Pagan test, which is smaller than 0.05 (0.0114), the null hypothesis stating the existence of variance homogeneity is rejected and it can be said that the model has a variance heterogeneity problem. On this hypothesis, the generalized least squares estimation (GLS) method has been used to eliminate this problem. In the self-correlation test of the residuals of the model carried out by Durbin–Watson test (DW), Durbin–Watson statistic was 2.49. Since it is between 1.5 and 2.5, it can be concluded that the residuals are independent of each other. Moreover, considering that the significance level of Ramsey Test is greater than 0.05, it can be concluded that the residuals are independent of each other. Therefore, it is necessary to reject the hypothesis of the Breusch–Pagan test, which is considered as a test of the residuals of the model. In examining the classical regression assumptions, the results of the Jarque–Bera test indicate that the residuals of estimating the research model is normally distributed at 95% confidence level in a way that the probability of this test (0.7214) is greater than 0.05. Considering the significance level of the Breusch–Pagan test, which is smaller than 0.05 (0.0114), the null hypothesis stating the existence of variance homogeneity is rejected and it can be said that the model has a variance heterogeneity problem. On this hypothesis, the generalized least squares estimation (GLS) method has been used to eliminate this problem.
The relationship between systematic risk, previous returns and expected stock returns in Iranian companies. Considering that both models, there is a positive and significant relationship between the systemic risk criteria and the initial yields and expected returns of the companies. It can be said that there is a direct and significant relationship between the expected returns and the expected returns. Based on the Pearson correlation coefficient (Table 6), it can be said that there is a positive correlation between the two variables at the confidence level of 99%. In the event of an increase in the previous yields, the expected returns will also increase. But, in comparison with the coefficient determined in the two regression estimation models, the first model with a deterioration of 83% has more explanatory power than the systematic risk criterion as the predictor of previous outcomes in relation to expected returns.

Considering that in both models, there is a positive and significant relationship between the systemic risk criteria and the initial yields and expected returns of the companies. It can be said that there is a direct and significant relationship between the expected returns and the expected returns. Based on the Pearson correlation coefficient (Table 6), it can be said that there is a positive correlation between the two variables at the confidence level of 99%. In the event of an increase in the previous yields, the expected returns will also increase. But, in comparison with the coefficient determined in the two regression estimation models, the first model with a deterioration of 83% has more explanatory power than the systematic risk criterion as the predictor of previous outcomes in relation to expected returns.

### Table 6: Pearson Correlation Coefficients Matrix between Research Variables.

<table>
<thead>
<tr>
<th></th>
<th>Previous returns</th>
<th>Expected returns</th>
<th>Systematic risk factor</th>
<th>Company size</th>
<th>Growth opportunities</th>
<th>Ratio of stock trade</th>
<th>Negative return</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous returns (P-Value)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expected return (P-Value)</td>
<td>0.054 (0.000)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systematic risk factor (P-Value)</td>
<td>0.28 (0.000)</td>
<td>0.205 (0.000)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Company size (P-Value)</td>
<td>-0.067 (0.093)</td>
<td>-0.054 (0.173)</td>
<td>0.125 (0.002)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth opportunities (P-Value)</td>
<td>0.034 (0.369)</td>
<td>-0.037 (0.360)</td>
<td>0.009 (0.831)</td>
<td>-0.03 (0.455)</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ratio of stock trade (P-Value)</td>
<td>0.036 (0.863)</td>
<td>0.07 (0.078)</td>
<td>0.091 (0.023)</td>
<td>0.049 (0.217)</td>
<td>-0.156 (0.000)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Negative return (P-Value)</td>
<td>0.011 (0.777)</td>
<td>0.038 (0.336)</td>
<td>0.036 (0.369)</td>
<td>0.122 (0.002)</td>
<td>0.027 (0.496)</td>
<td>-0.018 (0.854)</td>
<td>1</td>
</tr>
<tr>
<td>Contrast of previous returns and risk (P-Value)</td>
<td>0.69 (0.000)</td>
<td>0.37 (0.000)</td>
<td>0.683 (0.000)</td>
<td>0.04 (0.318)</td>
<td>-0.008 (0.849)</td>
<td>0.092 (0.021)</td>
<td>-0.023 (0.562)</td>
</tr>
</tbody>
</table>

### Table 7: Chow and Hausman test results for model (1).

<table>
<thead>
<tr>
<th>Test</th>
<th>Number</th>
<th>Statistic</th>
<th>Statistical value</th>
<th>Degree of freedom</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chow</td>
<td>630</td>
<td>F</td>
<td>3.0535</td>
<td>-104.519</td>
<td>0</td>
</tr>
<tr>
<td>Hausman</td>
<td>630</td>
<td>χ²</td>
<td>22.7679</td>
<td>6</td>
<td>0.9</td>
</tr>
</tbody>
</table>

### Table 8: Results of the tests regarding the statistical assumptions of model (1).

<table>
<thead>
<tr>
<th>Jarque-Bera Statistic</th>
<th>Breusch-Pagan Statistic</th>
<th>Durbin-Watson Statistic</th>
<th>Ramsey Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>χ² (P-Value)</td>
<td>F (P-Value)</td>
<td>D (P-Value)</td>
<td>F (P-Value)</td>
</tr>
<tr>
<td>1.9127</td>
<td>0.8214</td>
<td>29.9661</td>
<td>0.913</td>
</tr>
</tbody>
</table>

\[ HR = 0.5827 + 0.0946(Risk Measure)_{i,t} + 0.2907(Tda)_{i,t} + 0.8773(Re tPos \times Risk Measure)_{i,t} \]

In studying the significance of the whole model, given that the probability of the F statistic is smaller than 0.05 (0.0000), with a confidence level of 95%, the whole model’s significance is confirmed. The model's determination coefficient also indicates that 44.30% of the expected return is defined by the variables entered in the model.

According to the results presented in Table 12, since the probability of the t statistic for the coefficient of variance of the systematic risk factor is less than 0.05 (0.0000), the existence of a significant relationship between the systematic risk factor and the expected returns is verified at 95% confidence level. Therefore, the second research hypothesis is accepted and, with 95% confidence, it can be said that there is a significant relationship between the systematic risk factor and the expected return. The coefficient of this variable being positive (0.946), there is a direct relationship between the systematic risk factor and the expected return, such that with an increase of 1 unit in the systematic risk factor, the expected return will increase by 0.946 units. Therefore, according to the analysis done regarding the confirmation of the second research hypothesis, it can be concluded that there is a significant and direct relationship between the systematic risk factor and the expected return of the companies.

The results of the hypotheses considering test results of the first hypothesis of the research: Considering that the probability of F statistics is smaller than 0.05 (0.0000), with the confidence of 95%, the significance of the whole model is confirmed. The coefficient of model determination also indicates that 83.41% of the company's previous returns are explained by the variables entered in the model. With respect to the results presented in Figure 5, the probability of the t statistic for the coefficient of variance of the systematic risk factor is less than 0.05 (0.0000), so the existence of a significant relationship between the systemic risk factor and previous returns at 95% confidence level is confirmed. Therefore, the first hypotheses of the research are accepted and, with 95% confidence, it can be said that there is a significant relationship between the systematic risk factor and previous returns. The positivity of the coefficient of this variable (0.0781) indicates a direct relationship between the systemic risk factor and previous returns, such that with an increase of one unit in systematic risk factor, the previous returns will increase by 0.0781 units. Therefore, according to the analyzes carried out in relation to the confirmation of the first hypothesis of the research, it can be concluded that there is a significant and direct relationship between the systemic risk criteria and the previous company's returns.
The coefficient of model determination also indicates that 44.30% of the variation in the dependent variable can be explained by the variables entered in the model. With respect to the results presented in Figures 5-7, the probability of the t-statistic for the coefficient of variance of the systematic risk factor is less than 0.05 (0.0000), so the existence of a significant relationship between the systematic risk factor and the expected returns is confirmed at 95% confidence level. Therefore, the second hypotheses of the research are accepted and, with 95% confidence, it can be said that there is a significant relationship between the systematic risk factor and expected returns of the companies. The positivity of the coefficient of this variable (0.0946) indicates a direct relationship between the systematic risk factor and the expected returns, such that with an increase of one unit in the systematic risk factor, the expected returns will increase by 0.0946 units. Therefore, according to the analysis done in conjunction with the confirmation of the second hypothesis of the research, it can be concluded that there is a meaningful and direct relationship between the systematic risk criteria and expected returns of the companies.

The results of our second hypothesis are consistent with the findings.

### Research Constraints

The basis of each research is the information that the research hypotheses are tested using. Obviously, the more accurate and complete the information is available to the researcher, the results of the research are also more reliable and the research carried out will be more credible.

1. One of the research limitations is the discrepancy between the statistical information reported by the website of the Stock Exchange Company and the information contained in data banks. In the present case the information provided by the Stock Exchange Company and the information contained in data banks will have a higher validity, different results may be obtained with the increase of the study period.

2. The information gathered in this research included the companies accepted in Tehran Stock Exchange between 2010 and 2011. As with the increase of information and the number of observations the test results and thus the result of the research will have a higher validity, different results may be obtained with the increase of the study period.

3. Although the data was collected through much effort and care, because of poor data sources, a few companies were excluded from the test samples, especially on previous returns and the expected return of the companies.

### Proposals based on research results

1. According to the results of this research and similar investigations, the Stock Exchange Company can publish more

#### Table 9: Results of testing the first hypothesis using fixed effects method.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>t-statistic</th>
<th>P-Value</th>
<th>Relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed element</td>
<td>0.2666</td>
<td>4.7031</td>
<td>0</td>
<td>Positive</td>
</tr>
<tr>
<td>Systematic risk factor</td>
<td>0.0781</td>
<td>14.5241</td>
<td>0</td>
<td>Positive</td>
</tr>
<tr>
<td>Company size</td>
<td>-0.2117</td>
<td>-2.6913</td>
<td>0.0073</td>
<td>Negative</td>
</tr>
<tr>
<td>Growth Opportunities</td>
<td>0.009</td>
<td>0.7915</td>
<td>0.429</td>
<td>Insignificant</td>
</tr>
<tr>
<td>Ratio of stock trades</td>
<td>0.0007</td>
<td>0.0382</td>
<td>0.9695</td>
<td>Insignificant</td>
</tr>
<tr>
<td>Negative return</td>
<td>0.0051</td>
<td>1.3063</td>
<td>0.192</td>
<td>Insignificant</td>
</tr>
<tr>
<td>Contrast of previous returns and risk</td>
<td>0.6286</td>
<td>34.5271</td>
<td>0</td>
<td>Positive</td>
</tr>
</tbody>
</table>

#### Table 10: Chow and Hausman test results for model (2).

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>Statistic value</th>
<th>Degree of freedom</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chow F</td>
<td>1.644</td>
<td>-104.519</td>
<td>0</td>
</tr>
<tr>
<td>Hausman χ²</td>
<td>5.9543</td>
<td>6</td>
<td>0.9</td>
</tr>
</tbody>
</table>

#### Table 11: The results of the tests related to statistical assumptions of the model (2).

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>Breusch-Pagan Statistic</th>
<th>Durbin-Watson Statistic</th>
<th>Ramsey Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>χ² (P-Value)</td>
<td>1.8599</td>
<td>0.7214</td>
<td>2.5737</td>
</tr>
<tr>
<td>F (P-Value)</td>
<td>2.5373</td>
<td>0.0114</td>
<td>2.49</td>
</tr>
<tr>
<td>D</td>
<td>14.7217</td>
<td>0.0115</td>
<td>0.6523</td>
</tr>
</tbody>
</table>

#### Table 12: Results of the test of the second research hypothesis using fixed effects method.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>t-statistic</th>
<th>P-Value</th>
<th>Relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed element</td>
<td>0.5827</td>
<td>2.5351</td>
<td>0.0115</td>
<td>Positive</td>
</tr>
<tr>
<td>Systematic risk factor</td>
<td>0.0946</td>
<td>3.6363</td>
<td>0.0003</td>
<td>Positive</td>
</tr>
<tr>
<td>Company size</td>
<td>-0.1836</td>
<td>-0.5688</td>
<td>0.5697</td>
<td>Negative</td>
</tr>
<tr>
<td>Growth Opportunities</td>
<td>-0.1093</td>
<td>-1.8657</td>
<td>0.0626</td>
<td>Insignificant</td>
</tr>
<tr>
<td>Ratio of stock trades</td>
<td>0.2907</td>
<td>2.3139</td>
<td>0.0211</td>
<td>Insignificant</td>
</tr>
<tr>
<td>Negative return</td>
<td>-0.0224</td>
<td>-1.1387</td>
<td>0.2553</td>
<td>Insignificant</td>
</tr>
<tr>
<td>Contrast of previous returns and risk</td>
<td>0.8773</td>
<td>11.5418</td>
<td>0</td>
<td>Positive</td>
</tr>
</tbody>
</table>

Proposals based on research results

1. According to the results of this research and similar investigations, the Stock Exchange Company can publish more
comprehensive information about the previous returns and expected returns for shareholders.

2. Recommending those references in charge of drafting accounting standards to voluntarily disclose comprehensive information on the level of systematic risk factor and previous and expected returns of firms.

3. Because the increase in the level of systematic risk factor can have significant effects on the decision of investors, providing complete and transparent information by management about systematic risk factor, previous returns and expected returns will be highly groundbreaking.

4. It would be better if financial analysts active in the capital market and investment advisors in the stock market utilized, along with the usual analyses and techniques, specific analyses based on the status of previous and expected returns and the factors affecting them, and also the systematic risk factor of companies considering accounting standards.

5. Studying the impact of industry type on the impact of systematic risk factor, previous returns and expected returns of firms.

6. Using other control variables such as industry index and credit rating, in examining the impact of systematic risk factor on previous returns and expected returns of companies.

7. Investigating the impact of macroeconomic variables such as: inflation, oil price and the currency rate on the identification of the effect of systematic risk factor on previous returns and expected returns of companies.
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