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Abstract 

MRI data has been widely used for early detection and diagnosis 

of Alzheimer’s disease. This work outlines a deep learning based 

Long Short-Term Memory (LSTM) algorithm combined with Boruta 

algorithm-based feature selection approach was used to classify the 

Alzheimer disease MRI dataset as demented or non-demented. The 

wrapper based all relevant algorithm Boruta is used to select the 

important features from MRI data set. LSTM is a type of recurrent 

neural network with layered architecture to classify the datasets. 

The advantage of using LSTM is that it creates memory components 

that are for both short and long terms compared to traditional 

RNNs. The feature selection approach identified measures such 

as CDR (Clinical Dementia Rating) and MMSE (Mini mental status 

Examination) as the top ranking features in the Open Access Series 

of Imaging Studies (OASIS) MRI data set. The evaluation of LSTM- 

based methodology with Boruta feature selection using OASIS MRI 

and Alzheimer’s MRI dataset suggest that proposed methodology 

was able to achieve an accuracy of 94% on test dataset, exhibiting 

a significant increase compare to the other state-of-the-art systems. 
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Introduction 

Dementia a neurodegenerative disorder leading to a decline in the 

neuronal dysfunction, permanent brain damage and death has higher 

possibilities of multimorbidity [1]. Anxiety, stress, stroke, insomnia, 

depression, post-stroke lifestyle, chest infection, urinary tract infection, 

falls, vital organ damage, chronic illness and wrong medications or 

overdoses are proven factors of comorbidities. Possible causes are 

Hypoxia, Oxidative stress, Insomnia, Chronic illness, Electrolyte 

disorder caused by vital organ ailments, cerebrovascular diseases 

like stroke, traumatic brain injury (TBI), mild cognitive impairment 

(MCI), genetic defects, ant cholinergic drug abuse, etc [2]. With huge 

volume of data deposited in different databases over the internet, 

machine learning apart from other fields has highly excelled in using 

this data for knowledge discovery in modern medical diagnostics and 

other clinical proceedings. Though clinical diagnosis has a memory 

 

*Corresponding authors: Jeyakumar Natarajan, Data Mining and Text Mining 

Laboratory, Department of Bioinformatics, Bharathiar University, Coimbatore, 

Tamilnadu, India, E-mail: n.jeyakumar@yahoo.co.in 

Received: October 07, 2020 Accepted: December 14, 2020 Published: December 

21, 2020 

test, neurological, gait and neuropsychological examinations there are 

a lag in early diagnosis leading to an immediate promising approach 

for early diagnosis. 

Initially machine learning based classification approaches were 

proposed by various researchers for this early diagnosis task. Choi et 

al. used the OASIS pre-processed dataset and the problem statement 

was to predict AD early using Logistic Regression, Support Vector 

Machine, Decision tree Classifier, Random forest Classifier, and 

Adaboost [3]. Moradi et al. developed a novel biomarker using semi- 

supervised learning for MCI to AD conversion with low-density 

separation method followed by Logistic Regression for feature 

selection was performed on the MRI data [4]. Biomarker for MRI 

was constructed separately using Random forest Algorithm. The 

performance evaluation was done by 2 nested cross-validation loops 

with10-fold for each loop. Zhang et al. proposed a novel system to 

detect AD based on Eigen brains construction. Maximum interclass 

variance followed by eigen brains generation and Welch’s test to   

get important eigen brains. The Polynomial, Linear, and  Radial  

basis function SVM kernel classifiers were used. This work had the 

combination of different classifiers of which the polynomial kernel 

had 92.36% accuracy [5]. Sorensen et al. used ensemble SVM bagging 

without replacement. LIBSVM was used for SVM training and 

classification with 3 inner cross-validation folds. Number of SVMs 

in the ensemble was 25 [6]. The study showed that the ensemble was 

better than the single SVM classification. 

In current modern medicine, deep learning is used in the medical 

diagnosis [7], health informatics [8], biomedicine [9] and Magnetic 

resonance analysis [10]. The deep learning methods are more useful 

when compared to conventional machine learning approaches as 

they can easily learn from raw data since they have multiple hidden 

layers. Dementia can be detected using various parameters such as the 

content of questions, percentage of nouns and verbs in the utterance, 

rate of voice, intonation and articulation [11]. Automatic language- 

based assessment using a deep learning approach to detect aphasia 

and dementia has been proposed by Zhu [12]. Young et al. from 

University of California has developed SuStaln (Subtype and Stage 

Inference), an algorithm where the focus is on regular MRI images 

of the respective patients and a detailed study to create an algorithm 

that can detect and differentiate the mild cognitive impairment from 

the demented [13]. 

Amoroso et al. used random forest for feature selection with 5-fold 

cross-validations and DNN (Deep Neural Networks) for classification 

in which the DNN showed the highest accuracy. In their model 

classification was done using 100, 10-fold cross-validation along with 

a mixed cohort approach reported overall accuracy of DNN as 53.7% 

and 50.9% for the fuzzy model [14]. Jerry et al. specifically used Open 

Access Series of Imaging Studies (OASIS) data set with TensorFlow 

1.8.0 and Python 3 to apply machine learning algorithms such as 

neighborhood classification, perceptions, decision trees, deep neural 

networks and support vector clustering. Accuracy of each algorithm 

was found by measuring the mean accuracy. The deep neural network 

with TensorFlow after training  had  68.889%  accuracy  followed  

by the accuracy of 63.830% for perceptron, and the Neighborhood 

classification 60.563% respectively [15]. Further studies have used 
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biomarkers in the MRI to diagnose AD in different stages. Early 

detection uses deep learning to identify if MCI patients down the lane 

in a few years could have probabilities to become demented. 

Inspired by the recent focusing on deep learning techniques, the 

present study used Long Short-Term Memory (LSTM) algorithm 

which is a time series, Recurrent Neural Network (RNN) combined 

with Boruta algorithm based feature selection for the generation     

of a classification model using OASIS MRI data and classified as 

demented or non-demented. The open source machine learning 

platform TensorFlow [16] was used to build our classification model. 

Material and Methods 

MRI Data 

The dataset used in this study is a preprocessed data obtained 

from OASIS an open-access series of imaging studies available as MRI 

and Alzheimer’s from Kaggle repository [17]. The Open Access Series 

of Imaging Studies (OASIS) project focused on collecting and freely 

distributing MRI data sets of the brain to the scientific community for 

facilitating further analysis and discoveries (OASIS) [18]. The OASIS 

MRI dataset consist of various demographic, clinical, and derived 

imaging measures such as Gender, Age, Years of education (EDUC), 

Socioeconomic  status(SES),  Mini-Mental  State  Examination 

score (MMSE), Clinical Dementia Rating(CDR), Estimated Total 

Intracranial Volume (eTIV), Normalized Whole-brain Volume 

(nWBV) and Atlas scaling factor (ASF) [2,18]. Schematic architecture 

of the proposed work is depicted in Figure 1 given below. 

Data Pre-processing 

The MRI data set comes with lot of missing and null values.To 

understand the variable relations co relation and dispersion matrix 

were generated. The aim is to understand the variable dependency  

in a non standardized data. In order to reduce the noise in the data  

we followed a set of pre processing steps such as data normalization 

as follows. The missing values found in the data set are assigned as 0. 

The demented value in the data set is labeled as 1, non-demented is 

labeled as 0 and the converted is labeled as 0.5. The MRI Id from the 

data set is also converted to float to overcome the basic problem of 

string to float data conversion in TensorFlow. 

Feature Selection 

Feature selection  or  variable  selection  is  an  important  step  

in building a robust learning model. The core focus is to build a 

classification or prediction model with most relevant and uncorrelated 

features that are adequately reflecting all the characteristics of the 

data [19]. Feature selection enables to reduce the unwanted noise, 

correlation and biases in data there by finding a best set of relevant 

features for a machine learning model. Identification of all the features 

that are contributing in some level to a classification task is called all 

relevant feature selection approach [20]. The aim of this approach is 

to understand the mechanism of features relation to the classification 

problem. Since the MRI data set comes with various features covering 

demographic, clinical, and derived imaging measures, we used Boruta 

algorithm to find the most relevant features for the MRI dataset. 

Boruta is a wrapper approach built using random forest 

classification approach in the R package [21]. Boruta is developed 

by adding randomness to the system and the relevant features are 

generated through a comparison of importance between original and 

random attributes. This ensemble nature gave an added advantage  

of finding relevant features. The algorithm starts with weight 

initialization using random forest, replication of descriptive variables 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

 

 
 

 

 
 

 

 
 

 

 
 

 
 

 

 
 

 
Figure 1: Schematic Architecture of the Deep Learning based classification approach. 
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followed by an iterative procedure in which least relevant features 

are converted into contrast variables using permutation. Finally 

threshold level will be increased and procedure will be repeated until 

consistency. The current study used the Boruta feature selection 

available in the R package [22]. 

LSTM Model 

Long short-term memory (LSTM) is one the most popular 

recurrent neural network (RNN) architecture which was introduced 

to resolve the major draw backs of traditional RNNs called vanishing 

and exploding gradient problems [23]. In a traditional RNN a hidden 

vector is used for the sequential history summarization and a hidden 

state is shared across time. This feedback connection provides a short- 

term memory using activation function. This design is inadequate for 

long term memory, generally called as vanishing gradient problem. 

LSTM was introduced by Hochreiter and Schmidhuber to solve this 

issue by replacing the hidden vector with gated memory blocks [24]. 

This memory blocks in principle are capable of storing information 

for a long time, enabling LSTM for idle candidate for a variety of 

learning tasks. 

The present study employed LSTM for building a classification 

model using MRI dataset to identify demented or non demented 

subjects. As previously mentioned the integration of adaptive gates 

enables LSTM for long term memory. The gating mechanism retains 

information of the previous state as well as the extracted features of 

the current state. In order to do so a set of components are assembled 

in to a special architecture [25]. The components are an input gate, 

forget gate, memory gate and output gate. The formalization of these 

gates in to LSTM architecture is depicted in the following equations 

1-6 [26]. 

f = σ (W  h   + W  x + b ) (1) 

using MRI data set are Logistic Regression (imputation), Logistic 

Regression (dropna), SVM, Decision Tree, Random Forest and 

AdaBoost [28]. The models reported an accuracy ranging from 75% to 

85%. Andrew, used TensorFlow and Decision Tree using scikit learn 

to create classification models and reported 91% and 86% respectively 

[29]. Ruslan, created multiple classification models using Random 

Forest and Gradient Boosting Machine and reported accuracy of 88% 

and 91% respectively in the Kaggle repository [30]. 

Result 

Features and Characteristics of the MRI Dataset 

The MRI dataset used in the current study reflects a total of 373 

imaging sessions of 150 subjects between the age of 60 and 96. For 

each subject multiple MRI scans (3 to 4) were obtained to collect the 

various measures. According to scan result and disease progression 

the dataset finally reported a total of 146 sessions as demented,    

190 as non-demented and 37 as converted. Full list of measures 

(features) and description of the MRI dataset is given in Table 1 and 

characteristic of the dataset is given in Table 2. 

Feature Selection 

Boruta feature selection method based on random forest 

algorithm ranked Clinical Dementia Rating (CDR) and Mini Mental 

Status Examination (MMSE) are the most important features 

followed by nWBV, MR Delay, SES, eTIV, and ASF repectively. The 

least important features according to Boruta is hand and no of visits. 

A detailed representation of Boruta based feature selection is depicted 

in Figure 2 given below. 

In order to represent the correlation between features a heat map 

has been generated which is depicted as Figure 3. From the heat map 
t fh t-1 fx    t f we can identify that MRI delay and no of visits clearly coincides with 

it = σ (Wihht-1 
+ Wixxt + bi) (2) 

o = σ (W  h   + W  x +  b ) (3) 

a score of 0.92. This correlation can be interpreted as, if the patient 

visiting a doctor is delayed then MRI is delayed which shows derail in 
t oh   t-1 ox   t o 

 = tanh(Wchht-1  
+ Wcxxt + bc) (4) Table 1: MRI data set features. 

ct = ft ʘ ct-1 
+ it  ʘ 

t
 (5) 

ht  = ot ʘ tanh(ct) (6) 

In the above mentioned equations, ft is the forget gate, it is the 

input gate, ot is the output gate and ht is the hidden state. W denotes 

the weight matrix, x denoted the current input and b denotes the 
bias respectively. The gates ft, it and ot follows a standard RNN 

architecture with sigmoid activation function rather than the tanh. 
The sigmoid activation function restricts the value of output in 

between 0 and 1. ct is the memory cell which uses a tanh activation 

function for computing the weight. From equation 4 we can find that 

the ct-1, previous memory is combined with the memory cell update 
ct along with information from forget gate ft and input gate it. Finally 

using equation 6 ht (new hidden state) is computed by using output 

gate ot with tanh activation of new memory cell ct. It is also worthy to 
mention that the generation of new memory cell ct enables LSTM to 
solve the vanishing gradient problem. 

Comparison 

Most of the generated ML models using MRI data set are reported 

in Kaggle platform repository [27-30]. Hyunseokc, created various 

machine learning models using MRI data set and compared with 

other systems in the Kaggle repository [28]. The ML models created 

 

 

 
 

 

 

 

 

 
 

 

 
 

 

 

Table 2: Characteristics of MRI Dataset. 

Feature Explanation 

Age Patient Age 

Gender Gender (M or F) 

Educ Education 

Visit Patient visits 

Group Demented/Non demented/Converted 

Hand Subjects hand 

MR Delay No. of days in between visits 

MMSE Mini Mental Status Examination 

CDR Clinical Dementia Rating 

eTIV Estimated Total Intracranial volume 

nWBV Normalized Whole Brain Volume 

ASF Atlas scaling Factor 

SES Socio economic Status 

 

Characteristic Value 

Imaging session 373 

Subjects 150 

Age 60-96 

Scans 3-4 

Demented 146 

Non- Demented 146 

Converted 37 
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Figure 3: Heat map representing the correlation of features. 

 

 
 

 

identification or studying the patient. The next correlating features are 

the brain volume and neuropsychological tests the MMSE standing 

with the value 0.34. The following correlation is the feature ASF 

with SES and sTIV with Educ with a score of 0.26. The subsequent 

association is the nWBV with ASF and age with MR delay, visit and 

finally the Educ with MMSE. 

Though all the features seem to resemble each other and associate, 

there are certain conditions where there is no strong correlation 

between certain features. The initial features that have no strong 

association are the ASF with eTIV followed by the fact that the SES 

has nothing to do with Educ. Though CDR and MMSE are important 

features in the dementia diagnosis, they both are non correlated to 

each other. Similarly, age has no correlation with the brain volume 

as young brains also tend to lose their volume due to certain factors 

or due to even MCI. Neither does the brain volume correlates with 

CDR and eTIV. 

Figure 4 represents the graphical representation of MRI data set 

features correlation to dementia. The graph that represents age (Figure 

4(a)) shows that the disorder is spread through and not localized on 

one particular category. It shows that individual in the age group 90 

and above do not have dementia but those in the 70s do have this 

disorder, while in certain individuals in their 90 they have dementia 

and those in the early 70s and 60s do not have them. ASF in Figure 

4(b) shows results that have variation among patients. Followed by 

is the MMSE in Figure 4(c) where the demented patients showed a 

sharp decline in the score and sometimes sustained in the normal 

ranges as mentioned in the Folstein test but still demented. It is also 

worthy to be mention that, the non-demented range was maintained 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Boruta based feature selection. 
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perfectly except for a few patients who showed MCI scores but ended 

up being non-demented. 

The CDR also supportively shows the same results as MMSE 

scores. The eTIV is slightly higher and sometimes lower and is shows 

fluctuating in Figure 4(d). The nWBV obviously explains the reason 

behind dementia. In Fig 4 (e) the shrunken volume of the brain can 

be witnessed in the demented and the normal volume of the brain is 

shown in red stating normal brain. 

To summaries, the correlation between features studied using 

heat maps exhibited the maximum correlation of 0.92 between the 

number of visits and MRI delay whereas the nWBV and MMSE had 

the second maximum correlation score 0.34 which proves that the 

reduction in brain volume leads to brain atrophy loss of normal brain 

function that mechanically reduced MMSE scores, while the least 

relevant features are the education and CDR having a score of 0.99. 

In accordance with the results shown in Boruta, the most important 

feature is the CDR followed by MMSE. Using the normalized data, 

graphs for each feature with respect to the subject id was generated 

that showed a link between each variable with respect to its feature. 

This graph suggests that despite the standard values that are being 

given for classifying demented and non-demented, there are certain 

cases that break this rule and this can be clearly seen in the graphs in 

Figure 4(a-f). 

LSTM Classification Model 

The MRI dataset used in the current study reflects a total of 373 

imaging sessions of 150 subjects between the age of 60 and 96. The 

current study generated a model to classify the data as demented 

or non-demented based on various features such as MMSE, CDR, 

eTIv etc. The characteristics and data type of specific features of 

MRI dataset is listed in Table 1 and 2. A deep learning LSTM model 

using TensorFlow was constructed and the MRI data were split into 

80/10/10 for the train, validate and test the model respectively. With 

the number of batches being set to 50 and the iteration set up to 100, 

our training set takes up respective batches for specific iteration/ 

epoch and validates it to give the respective result. Further to test 

the trained and validated data, the prediction was undertaken. The 

prediction is done to mainly study if the model is valid to use to 

diagnose dementia earlier. The present study has a score of 97% in 

validation and 94% in testing it displays zero over fitting and hence a 

good model to predict dementia early diagnosis. 

Performance Comparison 

Previous studies as given in table 3 shows that the classification 

accuracy stands with promising scores when different classifiers and 

algorithms are used. In the present study, the LSTM algorithm is 

used to create the ML-based MRI dataset classification model. The 

model prediction showed Accuracy of 97% in validation and 94% in 

testing. Since the data is proved to be trained perfectly without any 

over fitting, the present model can be used to predict the future MRI 

images for checking whether it is from demented or a non-demented 

patient. 

Table 3 shows the comparison of various works done in different 

approaches to diagnosing dementia. Zhang et al. used Maximum 

interclass variance followed by eigen brains generation and Welch’s 

test to get important eigen brains. The Polynomial, Linear, and Radial 

 
 

 
 

 

 

 

   

Figure 4: Graphical representation of features. 
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Table 3: Performance comparison with existing methods. 
 

Study Data set Methodology Result(%) 

Zhang et al OASIS ICV+EigenBrain+WTT+SVM 91.47 

 (Ardekani et al ) ICV+EigenBrain+WTT+RBF-KSVM 86.71 

  ICV+EigenBrain+WTT+Pol-KSVM 92.36 

Ardekani et al OASIS  α = 0.05 

 (Marcus et al) Circularity CIR w.r.to Age,eTIV 78.9 

  ANCOVA  

  Levene’s test  

Hyunseok Choi et al OASIS (Kaggle) (Marcus et al)  75 

  Logistic Regression (w/ imputation) 81.6 

  Logistic Regression (w/ dropna) 81.6 

  Support Vector Machine 84.2 

  Decision Tree Classifier 84.2 

  Random Forest Classifier  

  AdaBoost  

Jerry et al OASIS(Kaggle Kernel) Neighbourhood classifier 60.56 

  Decision Trees 54.92 

  SVC 58.53 

  DNN with Tensorflow 68.88 

  Perceptron 63.83 

Andrew OASIS (Kaggle Kernel) Tensorflow 91 

Ruslan OASIS (Kaggle Kernel) Decision Tree 86 

  Random Forest 88 

  Gradient Boosting Machine 91 

Our Study OASIS (Kaggle Kernel) LSTM + Boruta feature selection 94 
 

basis function SVM kernel classifiers were used. Zhang et al. used 

Polynomial kernel SVM approach to build a classifier with a accuracy 

of 92.36%. Hyunseokchoi, reported a variety of classifiers for MRI 

data set classification such as Logistic Regression, Decision Tree, 

Random Forest, Neighborhood and AdaBoost classifies with accuracy 

ranging between 75% to 84.2%.  Andrew, used just TensorFlow  

and scikit-learn to create a classifier and reported a score of 91% in 

Kaggle kernel. In Jerry et al. work accuracy of each algorithm was 

found by measuring the mean accuracy. The deep neural network 

with TensorFlow after training had  68.889%  accuracy  followed  

by the accuracy of 63.830% for perceptron, and the Neighborhood 

classification 60.563% respectively. Ruslankl used gradient boosting 

machine to get a score of 91%. Our present study used the same data, 

the MRI dataset for classification using Boruta based feature selection 

and Deep learning architecture LSTM exhibits an accuracy of 94%. 

Conclusions 

In this study, we have presented a Boruta based feature selection 

with Long Short-Term Memory (LSTM) cell-based model to classify 

the different classes of subjects as demented and non-demented 

specifically for Alzheimer’s disease using OASIS MRI dataset. We 

used Boruta, a wrapper based all relevant feature selection algorithm 

and identified CDR and MMSE measures of dementia as the 

important features of MRI dataset. The LSTM based classification 

model exhibited a state of the accuracy of 94%. The advantage       

of our proposed model is that it perfectly overcomes over fitting 

problem. The future enhancement of the  current  study  includes  

the identification of more relevant features and its correlations to 

generate advanced deep learning based classification and prediction 

models using architectures and techniques like transformer and 

attention mechanisms. 
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