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Abstract:
The application of Reinforcement Learning (RL) and In-
verse Reinforcement Learning (IRL) in robotics has seen 
significant in recent years. The application tasks range 
from flying inverted helicopter to robot soccer and other 
robotic manipulations. Though the results are encourag-
ing, some barriers of applying RL or IRL to real-world 
problems is that RL requires the definition of a reward 
function and IRL needs a RL in the inner learning loop 
which makes it computationally inefficient.

Generative Adversarial Imitation Learning (GAIL) is 
an efficient way to learn sequential control strategies 
from demonstration. Adversarial Inverse Reinforcement 
Learning (AIRL)  is similar to GAIL but also learns a re-
ward function at the same time and has better training 
stability. However, AIRL has mostly been demonstrated 
on robotic control in artificial environments in previous 
work, e.g. open AI Gym. Autonomous driving is a com-
plicated problem as it involves extensive interactions with 
other vehicles in a dynamically changing environment, 
and this is particularly true for the decision-making task 
that needs to monitor the environment and decides ma-
neuvering commands to the control module.

In this paper, we apply AIRL to learn the challenging 
decision-making behavior for autonomous vehicles in a 
simulated driving environment where each vehicle is in-
teracting with all other vehicles in its surroundings. Our 
study, different from RL based studies, makes good use of 
demonstration data and, different from IRL based stud-
ies, learns both a reward function and a policy.

We use four metrics to evaluate its learning performance 
in a simulated driving environment. Results show that 
the vehicle agent can learn decent decision-making be-
haviors from scratch and can reach the level of perfor-
mance comparable with that of experts. 
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