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Abstract 
In today’s world, drinking water control is a key concern. A few of the 
essential factors in the assessment of groundwater parameters are 
oxygen concentration (DO), Biological Oxygen Demand (BOD), pH, 
Total Coliforms (TCO), and Temperatures (Temp). In Siruvani river, 
Puducherry Territory, South India, our objective is really to predict 
those characteristics. A useful computer approach for simulating 
complicated connections between different data is indeed the 
convolutional neural network. The ANN network is trained using 
information from 2019 to 2021, and the water pollution forecast was 
performed for the year 2020. The results conform with the Water 
Quality Index (WQI), which has been established in India for a long 
time. This ANN method is a realistic, easy-to-use technique for 
assessing the water quality of the river. 
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Introduction
Artificial Neural Networks (ANNs) are virtual screening techniques 
that have lately gained universal support for simulating difficult 
real-world issues across a wide range of fields. ANNs are signal 
collection and information extraction systems made up of tightly 
linked adjustable computational units that can execute highly parallel 
calculations [1-2]

While ANNs are severe generalizations of organic processes, they are 
used to solve difficult issues by utilizing what’s been understood about 
the operation of systems biology. The appeal of ANNs stems from the 
biological system’s exceptional information processing properties, 
such as non - linearity, lean implementation, resilience, learning, 
capacity to handle inaccurate and fuzzy data, and system more 
effectiveness [3]. Artificial models with these features are attractive 
because (i) Non-linearity is good to get information; (ii) Sound 
allows for precise forecasting in the existence of unsure information 
and quantification mistakes; (iii) Elevated parallelism allows for fast 
storage and equipment failed acceptance; and (iv) Elevated parallel 
processing allows for precise prognostication in the existence of 
unsure information as well as quantification mistakes. Training and 

flexibility expect the system to change its inner structure in reaction to 
changes in the climate, while generalization allows the concept to be 
applied to unlearned information.

The primary goal of ANN-based technology is to computer program 
processes that help ANNs to learn by simulating the processing of 
information and cognition in the nervous system. Although ANN-
based systems are experimental, they may give realistically correct 
answers to issues that are either precisely or inaccurately defined, 
as well as phenomena that can only be comprehended via empirical 
obtained from field observation. ANNs are used in microbiology for 
modeling, classifying, information processing, and multidimensional 
data collection, among other things. (i) Interpretation of hydrogenation 
spectrometry, GC, and HPLC data, (ii) Pattern classification of DNA, 
and microstructure pictures, (iii) Detection of bacterial activity, 
biofuels, and lifespan of packaged foods, and (iv) Classification of 
microbes and particles are some examples of survey application areas.

Water Quality Index
Classified into 4 groups

Group I, extra fresh clean groundwater quality used during 
sustainability that does not need to transfer via water treatment 
systems but only necessitates normal processes for bacterial 
annihilation and ecosystem conservation in which basic microbes can 
reproduce normally.

Group II, medium fresh clean water table resources used during usage 
but not carried through an ordinal filter.

Group III, medium fresh clean groundwater resources used during 
usage but not carried through an ordinal filter.

Group IV, medium clean fresh groundwater resources used during 
usage but not carried through an ordinal.

ANN-Classification
In particular, ANNs can be classified based on (i) The component which 
the ANN is expected to produce, (ii) The extent of the interconnection 
of the neurons, (iii) The orientation of flow of information inside the 
system with systemic channels being highly dynamic wherein the 
nation at a certain time is reliant on the previous case, and (iv) The 
form of teaching that perhaps the ANN is capable of, and (v) ANN 
training includes knowledge monitoring. Learning algorithm entails 
training an ANN with both the right responses for each example 
and determining the needed lot of weight adjustment based on the 
divergence of the ANN response from the associated goal numbers.

The learning algorithm is controlled, and the ANN is given the right 
response. Unstructured data organizes the instances into groupings 
by examining the fundamental pattern in the data and the association 
between various cases. Finally, supervised and unsupervised learning 
are combined in the hybrids learning method. 

Development of the Ann Model
An Artificial Neural Network (ANN) is a computer tool made up 
of numerous basic linked pieces known as neurons that has the 
unique capacity to recognize fundamental relationships between 
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various events. Several writers have written about the design and 
implementation of ANN [4-6]. The input, concealed, and output layers 
of an ANN are discrete layers. A layer is a group of neurons organized 
in a dimensional array for ease of use. Each of these networks and 
output devices has one or even more nodes. The number of functional 
nodes is based on the number of input parameters to determine the 
output signal values.

The difficulty of the modeling issue and the study’s goal, such as 
allowable training failure, determine the number of hidden neurons 
and levels [7]. The more extracted features incorporated in a dynamic 
deep neural network, the more complicated the system becomes. 
Throughout learning, the ANN is given sequences of outputs pairs 
to work with. The link connections inside the ANN structure are 
continuously adjusted by the learning method. It is preferable to 
achieve the target efficiency with such a smaller ANN structure because 
this reduces the training phase, improves network generalization, and 
avoids excessively [8].

Learning Rules
During train sessions, a training procedure ensures how well the weight 
values should be changed (epochs). There are many four different 
kinds of rules [9,10]. The Error Correct learn (ECL) method is often 
used in training set to change the connection weights based on the 
mathematical discrepancy (error) between both the ANN solution at 
each step (cycle) in a train as well as the matching right response. The 
Boltzmann Learning (BL) rule is a probabilistic primarily political on 
thermodynamics and pattern recognition concepts. During training 
sessions, a learning procedure ensures how well the weight values 
must be changed (epochs). There are 4 different types of rules [11,12]. 

The Error-Correction Learning (ECL) method is often used in 
supervised learning to change the network parameters based on the 
mathematical discrepancy (error) between both the ANN response 
at each step (cycle) in train and the matching right response. The 
Boltzmann Learning (BL) rule is a probabilistic primarily political 
on thermodynamics and pattern recognition concepts [13]. The 
Competitive Learning (CL) rule forces all neurons to struggle 
amongst themselves, resulting in only one cell being triggered in a 
given iteration, with all associated values modified. Most multicellular 
organisms are thought to have the CL rule.

Popular ANNs
A great number of systems, and also changes of data infrastructure, 
are continually being established. Simpson [14] identified 26 kinds 
of ANNs, whereas Maren [15] identified 48. According to Pham 
[16], there are about 50 distinct ANN kinds. Some applications can 
be handled using a variety of ANN types, while others can only be 
handled with a single kind of ANN. certain network was better at 
addressing perception issues, while others are better at predictive 
analytics and approximating functions. Here is a quick rundown of 
the most commonly used ANNs, presented in the chronology of first 
development. 

Hopfield Networks
The system is a two-layer symmetric recurring network that 
functions as a linear memory formation and is particularly better at 
fixing objective functions [17,18]. Only polar or bipolar signals are 
supported by the system, which uses objective functions. Each weight 
linking two cells is set to a total of the input of these sensory cells to 
understand [19].

Adaptive Resonance Theory Networks
The model is a fully symmetric reoccurring network that operates as a 
linear memory formation and excels at setting optimization problems. 
The technology, which employs objective functions, only supports 
polar or bipolar data. To comprehend, each weight connecting two 
neurons is assigned to a sum of these sense cells’ input [20]. Whenever 
the system is given inadequate or messy patterns, it responds by 
retrieving the closest comparable stored pattern to a particular pattern 
[21].

Kohonen Networks
Such two-layer networks, often known as the self-organizing input 
image, convert n-dimensional input sequence into lesser information 
in which comparable trends are projected onto locations in close 
vicinity to one another [22]. Unsupervised Kohonen neural network 
is trained can generate rules in information. In contrast with problem 
solving and surveillance, Kohonen networks were utilized for data 
reduction, which entails projecting high-dimensional data into a 
narrow footprint while preserving its structure [23].

Back Propagation Function
Those systems are by far the most often utilized and are regarded as 
the backbone of ANNs [24]. One or even more hidden layers with 
node to easily spot the non - linearity inside the information, (i) An 
input n nodes as variables, (ii) Out part with node indicating changes 
in the dependent variable (i.e., that what’s being modeled), (iii) Such 
a network can be trained for the translation from one image space 
to another by utilizing a classification algorithm (with the ECL 
constraint). Back-propagation describes how a mistake determined 
on the characteristic impedance is transmitted backward from the 
output nodes. The data is sent forward towards the system with return 
in BPANNs. Data modeling, categorization, prediction, control, data 
and picture reduction, and information processing are all possible 
applications for machine learning [25].

Radial Basis Function
Such systems are a subset of a three-layer radial basis function error-
backpropagation system [26]. Several learning approaches, such as a 
two-step hybrid training algorithm, could be used to train them. The 
channel’s inputs are clustered using the convolutional layers. Unlike 
BPANNs, which use a logistic frequency response, these networks use 
a function like a linear distribution. The weight vector linked with the 
unit specifies where the RBF should be centered. The probabilistic 
variables’ locations and lengths should be learned from the training 
examples. Every output layer uniquely combines these RBFs. The 
decision among RBF networks and BPANNs are based on the situation 
at hand [27,28].

BP Algorithm
This BP method would be described in its final version below due to 
its relevance and accessibility. The application’s full development may 
be found somewhere, while Basheer [29] and Najjar et al. [30] provide 
a clear systematic derivation. The layer must be defined layers that 
encircle network parameters that include just the neuron of a source 
node is needed to execute the method.

In contrast to MLP scheme with L levels, for example, the layering 
l €1,2,3,4,5...., L will contain Nl connections with NlXNl1 interlink 
that changes with the variable W € RNlXNl1, in which Nl and Nl1 
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are the overall numbers of possible nodes, including the threshold, 
and in interlayers l and l 1, respectively. When the inspection of these 
connecting parameters has a layer l and links connections j of interface 
region l with node I of lower lamination l 1, Wjil is the connecting 
characteristic. Whenever the intermediate l is taken as every one of 
the interlayers, a neuronal j will be the total output of x, impinging on 
a net impact of j. This will be carried out by the kinetics of nonlinear 
neurons.
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A frequency response, that transforms the total signal into an actual 
Figure 1 from either a limited range, is used to identify the nerve cell-
associated activity, xj.:

Figure 1: Back-propagation learning ANNs employ syntax and reference 
labeling.
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Where -∞<𝛏<∞ and 0.0<𝜎<1.0. Equations (1-3) the activating is 
essentially the basic inputs for any node. An individual value Wji l 
in any multilayer would be adjusted in its prior level (t-1) value at 
repetition (t) as per the below equation:

( ) ( 1) ( )i i i
jt jt jiW t W t w t= − + ∆

Here Wji l denotes the weight change incrementally. The revised delta 
method is used to calculate the weight gain [31]. It can be expressed as

( )( ) ( 1)i i i previous
jt jt jiW t W t w∆ = − + ∆

Where η is all the learning rate, is the velocity factor, and xi l1 is the 

output from of the l-1st bilayer. The initial delta formula is shown in 
Equation 5. By enabling a part of the prior update to be added to the 
current step, the extra velocity phrase aids in directing the searching 
on the erroneous subspace to the fixed point.
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 ∂
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As a result, the major job in determining the cumulative modifications 
for the lth multilayer is to define the error gradient (𝜕𝜀𝑙/𝜕𝑊𝑗𝑖𝑙). The 
needed volume loss may be computed using Equations (5) and (6) 
using different expressions depending on whether the examined cell 
is in the hidden layers, in which case l=L in  and 𝛿𝑗𝐿 obtained using
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Where 𝛿𝑘𝑙+1 is computed for each non-output layer (l), starting at 
level one layer above (l+1) and working down layer after layer. That 
is, for the last (uppermost) hidden units in a system, j l is computed 
utilizing formula and 𝛿𝑘𝑙+1 of the output nodes (8). The sigmoid 
function vector is defined in Equation 7, and indeed the previous 
delta formulas (Equations 7 and 8) are predicated on it (3). The words 
xj(1-xj L) and xjl(1-xjl) in Equations 7 and 8, correspondingly, must 
be substituted with the applicable first derivatives of both the utilized 
variable for a unique purpose. Back-propagation of failures that use 
the revised delta formula [32] is a method of back-propagating errors 
from the output layer to a neural net. To help the study and accelerate 
and maintain the training phase, the reactive hypoglycemia had 
previously been adjusted in a range of methods [33,34].

Simulation Observations and Discussion
Simulations were used to verify the suggested system model for 
WQI prediction. These experiments were achieved with the help of 
MATLAB simulation software. The groundwater samples were taken 
from the Siruvani river was utilized to model calibration. From 
March 2020 to May 2021, the suggested system forecasts unsuitable 
classification for Siruvani river, as shown in Table 1. The findings are 

Table 1: Indian water quality criteria classes.

Pollutants 
index Class I Class II Class III Class IV

pH  6.5-8.5  6.5-8.5  6.5-8.5  6.5<
BOD  2  3  3  >3
DO  6  5  4  4

very similar to a National norm. As water flowing via an urban area, it’s 
indeed obvious that they get a high concentration of organic garbage. 
It has happened as a result of the ever-increasing population. The 
purification of wastewater and the discharge of completely or treated 
wastewater raw sewage are the solutions to these problems. Although 
the processing is extremely costly, the treatment procedure must be 
conducted. Table 2 shows the simulations observations for predicting 
WQI in the Siruvani river using indian water quality criteria.
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Conclusion
The FIS was used to forecast the quality of the water in the Siruvani 
river. When compared to the Indian groundwater quality index, the 
suggested model produces fairly similar findings. A case revealed the 
importance and utility of the suggested technique.

References
1. Hecht-Nielsen R (1990) Neuro computing.  Reading Massachusetts:Addison-

Wesley.

2. Schalkoff RJ (1997) Artificial neural networks. McGraw-Hill, New york pp: 
422.

3. Jain AK, Mao J, Mohiuddin KM (1996) Artificial neural networks: A tutorial. 
Comput IEEE 29: 31-44.

4. Ranjith S, Eheart JW, Garrett JH (1993) Neural network-based screening for 
groundwater reclamation under uncertainty. Water Resour Res 29: 563–574.

5. Devaraj S, Malkapuram R, Singaravel B (2021) Performance analysis of 
micro textured cutting insert design parameters on machining of Al-MMC in 
turning process. Int J Lightweight Mater Manuf 4: 210-7

6. Garigipati RK, Malkapuram R (2020) Characterization of novel composites 
from polybenzoxazine and granite powder. SN Applied Sciences 2: 1-9.

7. Yarlagaddaa J, Malkapuram R (2020) Influence of carbon nanotubes/
graphene nano particles on the mechanical and morphological properties of 
glass woven fabric epoxy composites. INCAS Bulletin 12: 209-18.

8. Rama Krishna M, Tej Kumar KR, DurgaSukumar G (2018) Antireflection 
nanocomposite coating on PV panel to improve power at maximum power 
point. Energy Sources, Part A: Recovery, Utilization, and Environmental 
Effects 40: 2407-14.

9. Yarlagaddaa J, Malkapuram R, Balamurugan K (2021) Machining studies on 
various ply orientations of glass fiber composite. In Advances in Industrial 
Automation and Smart Manufacturing pp: 753-769.

10. Sridharan K, Sivakumar P (2018) A systematic review on techniques of 
feature selection and classification for text mining. Int J Bus Inf Syst 28: 504-

518.

11. Vemuri RK, Reddy PCS, Kumar B, Ravi J, Sharma S et al. (2021)  Deep 
learning based remote sensing technique for environmental parameter 
retrieval and data fusion from physical models. Arab J Geosci 14: 1-10.

12. Venkata Pavan M, Karnan B, Latchoumi TP (2021). PLA-Cu reinforced 
composite filament: Preparation and flexural property printed at different 
machining conditions. Advanced Composite Materials 

13. Garikapati P, Balamurugan K, Latchoumi TP, Malkapuram R (2021). A 
Cluster-profile comparative study on machining alsi 7/63% of sic hybrid 
composite using agglomerative hierarchical clustering and k-means. Silicon 
13: 961-972.

14. Simpson PK (1990) Artificial neural systems: foundations, paradigms, 
applications, and implementations. Int J Neural Syst 1: 285-289

15. Maren V (1988) Artificial neural networks: an introduction. In: Vemuri, V(Ed.), 
Artificial neural networks: Theoretical concepts. Comput Soc 1-12.

16. Pham DT (1994) Neural networks in engineering. In: Rzevski, G et al. 
(Eds.), Applications of artificial intelligence in engineering IX, AIENG/ 94, 
Proceedings of the 9th International conference computational mechanics 
publications, South Ampton pp: 3–36.

17. Hopfield JJ (1984) Neurons with graded responses have collective 
computational properties like those of two-state neurons. Proc Nat  Acad sci 
81: 088–3092.

18. Hopfield JJ, Tank DW (1986) Computing with neural circuits: A model. 
Science 233: 625–633.

19. Van Rooij A, Jain L, Johnson R (1996). Neural network training using genetic 
algorithms. World Scientific, Singapore pp: 762-767 

20. Carpenter GA, Grossberg S (1988)  The ART of adaptive pattern recognition 
by a self-organizing neural network pp: 77–88.

21. Carpenter GA, Grossberg S (1987) ART2: Self-organization of stable category 
recognition codes for analog input patterns. Appl Opt 26: 4914–4930.

22. Kohonen T(1989) Self-organization and associative memory, 3rd Edition, 
New York pp: 15-312

R. No Month/Year Hydrogen 
concentration

Biological oxygen 
demand 

Oxygen 
concentration Temperatures Result by FIS

1. March 20 7.56 153.408 2.448 30.179 20.0000
2. April’20 7.665 143.31 2.6316 29.87 20.0000
3. May 20 7.77 123.624 3.3864 30.282 20.0000
4. June 20 7.77 126.276 3.2028 30.076 20.0000
5. July 20 7.665 124.542 3.3252 29.046 20.0000
6. August 20 7.77 137.904 3.723 28.84 20.0000
7. September 20 7.77 112.71 4.08 27.913 20.0000
8. October 20 7.77 121.584 3.8658 28.325 20.0000
9. November 20 7.77 90.678 5.0694 27.192 20.0000
10. December 20 7.875 60.996 5.6814 26.059 20.0000
11. January 21 7.77 73.032 5.0082 26.471 20.0000
12. February 21 7.77 91.902 4.3656 27.604 20.0000
13. March 21 0 0 0 0 20.0000
14. April 21 7.665 152.082 2.9478 30.282 20.0000
15. May 21 8.085 144.483 3.0294 30.076 20.0000

Table 2:  Simulations in predicting WQI in Siruvani river.

omics
Highlight

omics
Comment on Text
ADJUST THE REFERENCES



Citation: Anandan P, Kirubakaran S, Roshni Thanka M, Geethanjali N, Kumar A, et al. (2021)  Architectures and Uses of Artiicial Neural Networks in Water 
Resources Engineering: Infrastructure and Applications.  J Nucl Ene Sci Power Generat Techno 10:9.

• Page 5 of 5 •Volume 10 • Issue 9 • 1000226

Author Affiliations                                           Top

1Department of Electronics and Communication Engineering, Vel Tech 
Rangarajan Dr Sagunthala R&D Institute of Science and Technology, Avadi, 
Chennai, India
2Department of Computer Science and Engineering, CMR College of 
Engineering and Technology, Kandlakoya (V), Medchal Road, Hyderabad, 
Telangana, India
3Department of CSE, Karunya Institute of Technology and Sciences, 
Coimbatore, Tamil Nadu, India
4Department of Computer Science and Engineering, United Institute of 
Technology, Koundampalayam, Coimbatore, Tamilnadu, India
5Department of IT, Digdarshak Infotech Pvt LTD, A Shivnagar, Modipuram, 
Meerut, Uttar Pradesh, India
6Department of Computer Science and Engineering, SRM Institute of Science 
and Technology, Delhi-NCR Campus, Delhi-Meerut Expy, Modinagar, Uttar 
Pradesh, India

Submit your next manuscript and get advantages of SciTechnol 
submissions

 � 80 Journals
 � 21 Day rapid review process
 � 3000 Editorial team
 � 5 Million readers
 � More than 5000 
 � Quality and quick review processing through Editorial Manager System

Submit your next manuscript at ● www.scitechnol.com/submission

23. Zupan J,  Gasteiger J (1993)  Neural networks for chemists: An introduction. 
VCH, New York pp: 305

24. Rumelhart DE, Hinton GE, Williams RJ (1986). Learning internal 
representation by error propagation. In: Rumelhart, D.E., McClleland, J.L. 
(Eds.). Parallel distributed processing: exploration in the microstructure of 
cognition, MIT Press, Cambridge, MA, Chapter 8.

25. Lippmann RP (1987). An introduction to computing with neural nets. IEEE 
ASSP Mag 4: 4-22.

26. Rogers LL, Dowla FU (1994) Optimization of groundwater remediation using 
an artificial neural network with parallel solute transport modeling. Water 
Resour Res 30: 457–481.

27. Pal SK, Srimani PK (1996)  Neurocomputing: motivation, models, and 
hybridization. Computer March pp: 24–28.

28. Attoh-Okine N, Basheer I, Chen DH (1999) Use of artificial neural networks in 
geomechanical and pavement systems. Trans Res Board, Circular E-C012.

29. Basheer IA (1998) Neuromechanistic-based modeling and simulation of the 
constitutive behavior of fine-grained soils. Ph.D Dissertation. Kansas State 
University. pp: 435.

30. Najjar Y, Basheer I, Hajmeer M (1997)  Computational neural networks for 
predictive microbiology. I Methodology Int J Food Microbial 34: 27–49.

31. Hebb DO (1949) The organization of behavior. Wiley, New york.

32. Hudson P, Postma E (1995). Choosing and using a neural net. In: 
Braspenning, artificial neural networks, An introduction to ANN theory and 
practice. Lecture Notes in Computer Science. NY 10: 273–287.

33. Looney CG (1996) Advances in feed forward neural networks: demystifying 
knowledge acquiring black boxes. IEEE Trans Knowledge Data Eng 8: 211–
226.

34. Masters T (1994) Practical neural network recipes in C++. Academic press, 
Boston, MA.




