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Abstract

Protein Protein Interaction (PPI) data is essential for 
understanding cellular and biological processes. Therefore, PPI 
identification plays an important role in comprehending these 
processes and detecting the reasons for numerous diseases 
progression, such as COVID-19. Since experimental methods 
of PPI identification are time consuming, costly, and inaccurate, 
numerous machine learning approaches have been developed 
for this purpose. Using these approaches leads to noise 
reduction and more accurate and general PPI prediction. This 
paper proposed a sequence based framework for predicting 
PPIs called GASA-SVM. The proposed framework uses a 
Support Vector Machine (SVM) with Gaussian radius basis 
kernel function (RBF) for classification. The performance and 
classification accuracy of the SVMs are highly dependent on 
the kernel parameters and the selection of an appropriate 
subset of features. The Principal Component Analysis (PCA) 
method is employed as a feature extraction algorithm to reduce 
the training time and minimize the impact of noisy PPI data. A 
combination of the Genetic Algorithm (GA) and Simulated 
Annealing (SA) is then used to select the most significant 
features and determine the optimal values of the SVM kernel 
parameters. Our proposed method can successfully predict 
PPIs with an accuracy of 96.373% on Saccharomyces 
cerevisiae, and with an accuracy of 75.31% on KUPS (The 
University of Kansas Proteomics Service) dataset which 
outperforms the other methods. According to the experimental 
results, GASA-SVM can effectively reduce the number of 
features while maintaining high prediction accuracy compared 
to the other available methods.
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Introduction
Most cellular activities occur through interaction between proteins

[1,2]. Protein–protein interactions are important to examine cells
functions, protein functions, signaling pathways, diagnosis of cancer
cells, disease related proteins and to determine the cause and
progression of diseases. Nowadays that the world is encountering the
challenge of COVID-19, it is more important to have a better
understanding about the mechanisms of pathogenesis, in order to find
effective resolutions [3-10].

Although detecting PPIs among protein pairs is very important, is
not easy because the number of protein pairs is exponential relative to
the number of proteins. On the other hand, PPI information extracted
using high-performance laboratory techniques such as Yeast Two
Hybrid (Y2H), Mass Spectrometry (MS) and Coimmunoprecipitation
(CoIP), etc., is often incomplete and noisy [11-13]. Moreover, these
processes are both costly and time consuming [14,15].

Nowadays, using engineering science to solve biological and
medical problems is growing rapidly and successfully. The ultimate
goal of developing these systems is to make the decision made by the
machine as close as possible to that made by expert biologists.
Therefore, many attempts have been made to develop high
performance computational methods to classify protein pairs as
interactive or non-interactive [16,17]. These methods differ mainly in
the type of data and the machine learning algorithm used for
prediction.

Due to the availability of protein sequence information, numerous
studies have focused on PPI prediction through machine learning
techniques and protein sequence data [18,19]. Considering the
different amino acid sequence lengths for different proteins, the
feature vectors extracted from different protein pairs have different
lengths. On the other hand, Artificial Intelligence (AI) techniques,
such as Support Vector Machines (SVMs) and neural networks require
a fixed length input for training. Accordingly, various methods such as
Conjoint Triad (CT), n grams and autocorrelation have been proposed
to construct a dataset based on protein sequences and convert the
protein pair sequences with heterogeneous lengths into feature vectors
of homogeneous length [20-25].

Many interesting supervised classification methods, such as naïve
Bayes, SVM, decision tree, random forest, k nearest neighbors and
methods based on Artificial Neural Networks (ANNs), and deep
learning are used for PPIs prediction.

Yusuf, et al. used a multilayer approach to predict PPIs. They
employed six different methods in the first layer to represent the
features of each PPI sequence. The PCA algorithm was used in the
feature extraction layer. Finally, a method called multiple new
adaptive LVQ was used as the classifier to predict PPIs.

Mahmoudian, et al. used the PCA feature selection algorithm to
obtain an optimal subset of features. The Support Vector Regression
(SVR) algorithm was then employed to predict PPIs. The parameters
of the SVR algorithm were optimized using a new Parallel
Hierarchical Cube Search (PHCS), and the proposed scheme was
called SVR-PHCS.

Bandyopadhyay, et al. proposed a new method for generating the
feature vectors based on annotated gene ontology to improve the
prediction accuracy. The SVM algorithm with RBF kernel functions
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predicted new protein pairs. The optimal values of SVM parameters 
were determined via grid search.

Sandra et al. presented a novel sequence based PPI predictor called 
PPI-detect. The protocol was first extended to encode pairs of amino 
acid sequences and then used to map a pair of amino acid sequences 
into a fixed-length feature vector. An SVM model was then used to 
predict PPIs. The model parameters were optimized using the grid 
search approach.

Chen, et al. used the XGBoost method to reduce the noise and 
dimensionality of features. A stacked ensemble classifier called 
StackPPI was used to analyze the obtained optimal feature set. The 
ensemble classifier employed logistic regression, random forest, and 
extremely randomized trees for prediction.

SVM and random forest classifier are two commonly used machine 
learning methods for PPI prediction. According to the literature, the 
SVM model combined with RBF kernel functions has the best 
performance in solving complex biological classification problems, 
such as predicting PPI pairs. However, SVMs suffer from several 
obvious disadvantages: 1) The number of support vectors increases 
linearly with the size of the training set. 2) Setting the model 
parameters to their optimal values is an essential step, significantly 
affecting the performance and generalization capabilities of the 
classifier. Parameter optimization is considered the primary bottleneck 
of SVM models.

To the best of our knowledge, few studies have focused on 
optimizing the SVM parameters. Moreover, most studies rely on time 
consuming, inaccurate grid search for optimization. Most recent 
studies use a filter based feature extraction algorithm to reduce the 
effect of noisy PPI data and accelerate the training process.

Our proposed method for PPI prediction is based on protein 
primary structure data and SVM. The GASA-SVM scheme proposed 
in this article combines genetic algorithms and simulated annealing 
with SVM to provide an optimal classifier. In the first place, PCA 
algorithm is applied on dataset as a filter based feature extraction 
method. After normalizing outputs, a combination of evolutionary 
algorithms is utilized to simultaneously extract wrapper based features 
and optimize SVM parameters. Thus, the proposed method maximizes 
the accuracy rate of the SVM classifier.

The remainder of this paper is organized as follows. Section 2 
discusses SVMs and data preprocessing. The datasets and the 
proposed method (GASA-SVM) are presented in Section 3. 
Performance evaluation and experimental results are provided in 
Section 4 and concluding remarks are presented in section 5.

Background

Support vector machine
Support Vector Machine (SVM) is a classification technique 

proposed by Vapnik, et al. The main idea of SVM is mapping the non-
linear inseparable data into a linear high dimensional feature space F 
by using a transformation φ →: RN F, then the optimal hyper plane H: 
f(x) =ω .φ(x) +b) can be obtained by solving the optimization problem 
as follows:

Where ω is the coefficient vector of the hyper plane in feature 
space, b is the hyper plane’s threshold value, εi is the slack factor 
introduced for errors in classification, C is the penalty factor for 
errors.

However, as ω=ΣIi=1 αi yi φ (xi) all operations of SVM in feature 
space are only dot product operations. Then kernel function K (xi, xj) = 
φ (xi). φ (xj) was introduced for SVM.

The method proposed for predicting PPIs is based on SVM. The 
kernel functions are employed to solve a high dimensional problem 
using this method. Various functions, such as sigmoid, polynomial, 
and Radius Basis Function (RBF) can be used as kernel functions. The 
main objective of using kernel functions is to increase the distance 
between the hyper planes. An SVM classifier with RBF kernel 
functions was used to implement the proposed approach because they 
can analyze higher dimensional data and only have two parameters, C 
and γ, to fine-tune. Selecting the optimal values for C and γ 
parameters in the RBF kernel function based on the nature of the 
problem is an essential step, affecting the classification performance 
and generalization abilities of the trained classifier. Our proposed 
method also tries to optimize these parameters using a meta heuristic 
method which is based on a combination of Genetic Algorithm (GA) 
and Simulated Annealing (SA).

Data preprocessing
Most of the available machine learning methods used for PPIs 

utilizes the whole feature set. However, some features in the high 
dimensional feature set most likely do not provide significant 
information. Using inappropriate features hinders the learning process, 
while proper feature selection in high dimensional datasets can 
decrease search time and increase accuracy by removing outliers.

As a data preprocessing method, the feature selection algorithms 
can be categorized into two groups: Filter based and wrapper 
based algorithms. The wrapper based methods evaluate the fitness 
of a subset of the feature set based on the prediction accuracy 
of the classifier built using those features. Therefore, the wrapper 
based feature extraction methods are slow but accurate. On the other 
hand, the filter based methods evaluate the discriminative power 
of the selected features in general and use a metric independent of the 
target classification algorithm. The filter based feature extraction 
methods are independent of the training phase and thus are faster 
and less accurate. To benefit from the advantages of both groups 
and avoid their disadvantages, a feature extraction method was used to 
combine filter based and wrapper based methods.

Materials and Methods

Datasets
The KUPS dataset and the S. cerevisiae dataset from the 

DIP database are used to evaluate and compare the performance of 
the proposed method. The KUPS dataset is generated by integrating 
seven databases: MINT, IntAct, HPRD, Gene Ontology, Uniprot, 
AAindex, and PSSM. It includes PPIs from numerous organs and 
contains more PPIs than other interaction datasets. The dataset 
consists of 400 features and is divided into training and test subsets, 
respectively, with 10518 and 10516 samples. The S.cerevisiae 
dataset consists of 5594 interactive protein pairs and 5594 non-
interactive protein pairs collected from different sub cell locations. 
In other words, the final dataset consists of 11188 protein pairs, 
half of which are positive
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samples and the other half are negative samples. The Geary 
autocorrelation method was used to generate the feature vectors, 
resulting in a dataset consisting of 11188 samples and 360 features. 
Forty percent of the samples were selected for the test set and the rest 
for the training set. The experiments were repeated five times with 
different training and test sets to reduce the effect of random selection. 
The proposed method has achieved very good results on both datasets.

GASA-SVM algorithm
As previously mentioned, our proposed PPI prediction method is 

based on an SVM. The proposed method combines filter based and 
wrapper based feature extraction to obtain an optimal feature set. The 
PCA algorithm is first used as a filter based feature extraction method.

A good search algorithm must meet several conditions: 1) Global 
search capability without getting stuck in local minima, 2) 
Rapid convergence to a near optimal solution, 3) Good local 
search capability, and 4) Computational efficiency. A new hybrid 
algorithm named GASA is presented to satisfy the above 
conditions that combine GA, SA, and SVM for parameter 
optimization and feature selection using a wrapper based approach. 
The proposed scheme consists of the following steps (Figure 1):

• Filter based feature selection using the PCA algorithm.
• Data scaling.
• Hybrid optimization strategy for feature selection and parameters

optimization for SVM.
• Each step is explained in more detail in the remainder of this

section.

Figure 1: Steps of GASA-SVM method.

Filter based feature selection: Dimensionality reduction increases 
the accuracy and reduces the processing time of the algorithm. The 
first step in the proposed approach reduces the number of features 
using the PCA algorithm. Principal Component Analysis (PCA) is a 
useful statistical technique first presented. PCA creates a new feature 
set with fewer features than the original feature set, while still being a 
good representative of it. In other words, the original dataset can be 
stored and represented by fewer features, with minimum information 
loss and maximum accuracy.

Where X represents the original dataset, XNormalized normalized 
data, and Xmax and Xmine the maximum and minimum values of X, 
respectively.

Hybrid optimization strategy for feature selection and parameters 
optimization using SVM: There are two important concepts in hybrid 
evolutionary optimization algorithms: Exploitation and exploration. 
Exploitation is the capability of an algorithm to exploit the previously 
searched space. However, exploration is the ability of an algorithm in 
the global search and scan of the search space. Excessive exploitation 
increases the risk of getting stuck in local optima, while too much 
exploration might deviate the algorithm from the optimal solution or 
increase the convergence time. Therefore, an evolutionary algorithm 
needs to balance exploitation and exploration to achieve an 
appropriate solution. However, the exploitation capability of the GA is 
better than its exploration abilities, and premature convergence might 
prevent it from obtaining the optimal solution. Therefore, we need a 
strategy to improve the exploration abilities of this algorithm while 
covering a wider area of the search space.

The proposed method uses a local search algorithm to balance 
between exploitation and exploration. Once the genetic algorithm 
creates a new generation using selection, crossover, and mutation 
operators, the local search algorithm is applied to modify the newly 
formed solutions and expand the search area. Expanding the search 
area increases the probability of finding an optimal or near optimal 
solution. Various meta heuristic algorithms such as hill-climbing, SA, 
and Particle Swarm Optimization (PSO) can be used for local search. 
The SA algorithm is used in this study due to its nature. It was found 
that the hill climbing algorithm cannot maintain the exploration-
exploitation balance and often gets stuck in the local optima. 
Accordingly, the SA algorithm was proposed to resolve the problem, 
as it can select a less optimal solution with a certain probability, 
helping the algorithm escape the local optima. Therefore, the SA 
algorithm is used to improve the exploration capabilities of the GA. 
Figure 2 shows the details of the hybrid GA-SA algorithm.
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Data scaling: Data should be normalized before passing the input 
data to the SVM model. Thus, data is normalized before being used in 
the training of the models. A major advantage of data normalization is 
preventing the numerical errors that might occur during the 
computation. Furthermore, data normalization minimizes the effect of 
the variable scales of different features, ensuring that all input 
parameters are in the same range. Equation 2 is used for data 
normalization:
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Figure 2: The details of the hybrid GA-SA algorithm.

Chromosome design and fitness function: The candidate 
solutions to the problem are represented by a fixedlength 
chromosome. Each chromosome is encoded as a binary vector of 1's 
and 0's. RBF kernel functions are used, so C and γ and the selected 
input features must be optimized using the proposed GASA algorithm. 
In our GA, each chromosome has three parts corresponding to C and γ 
and the feature set (Figure 3).

Figure 3: The structure of chromosomes in the proposed GA.

In Figure 3, the binary sequences representing the genotype of C 
and γ must be converted into their phenotypes using Equation 3. For 
the part of the chromosome corresponding to the selected features, 1 
means a feature in the selected feature set, while 0 means that it is not 
selected.

In the above equation, ρk is the decoded value, min ρk and max ρk
the minimum and maximum allowed values of ρk, d the value of the
chromosome and l is its length.

The SVM accuracy is used as the fitness function. The
chromosomes with higher fitness values have a higher probability of
being preserved in the next generation.

Genetic operations (selection, crossover, and mutation): It is
difficult to select those chromosomes subjected to the GA operators
according to their fitness values. The Roulette wheel selection is used

for this purpose. The size of the Roulette wheel sectors is proportional
to the fitness value of the chromosomes.

Three one point crossovers are used, one for each part of the
chromosome (C, γ and the features). A random gene of the
chromosome is selected, and its state is toggled using the mutation
operator (Figure 4).

Figure 4: Three one-point crossovers for each part of the 
chromosome.

The population size of the GA is fixed (in the proposed algorithm, 
the population always consists of a set of 100 chromosomes). The 
initial population is created randomly. Mutation and crossover 
operations are applied in each iteration to all chromosomes with 10%
and 90% probability to increase the initial population. A fixed number 
of chromosomes (equal to the initial population) with the highest 
fitness values is then selected from the resulting population to create 
the next generation.

New solution generator of SA: In addition to using the mutation 
operator, the SA algorithm is applied to each member of the newly 
created a population in each iteration to prevent premature 
convergence. The SA algorithm improves the solution at a specific 
temperature, and the modified solution is returned to the population. A 
chromosome modified in the SA replaces its counterpart in the 
population only if one of the following conditions is met:

• If the new chromosome is more fit than its counterpart. Otherwise,
• If the replacement probability is more than a randomly selected

value between 0 and 1.
The replacement probability mentioned in condition (2) is

equivalent to the acceptance probability in SA determined using 
equation 4.

Where Δ is the difference between the fitness of the new 
chromosome and its counterpart in the population. T is the 
temperature level at the current iteration, which is decreased at 
the beginning of each iteration according to Tk+1=Tk × r, where 
r is the temperature reduction coefficient, and Tk and Tk+1 
are temperatures at iterations k and k+1, respectively. The 
number of iterations of the GA is determined based on the initial 
temperature and the temperature reduction parameters of the SA 
algorithm.

The initial temperature must be high enough to ensure that all the 
states can be visited with the same probability. It also must not be too 
high to lead to unnecessary search and increased processing time. A 
linear temperature reduction strategy is used in this study. The initial 
temperature of 100 and r=100 are used in the simulations as they seem 
appropriate according to our experiments with different values.
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Results and Discussion

Performance evaluation
Classification rate (accuracy), precision, recall, and F-measure are

the metrics usually used to evaluate supervised machine learning
algorithms. These metrics are defined as follows:

Where TP is the number of true positive samples, which are the
correctly classified PPI samples, FP is the number of non-interactive
protein pairs that are incorrectly classified as interactive, TN is the
number of non-interactive protein pairs that are correctly classified
and FN is the number of interactive protein pairs that are incorrectly
classified as non-interactive.

The classification rate represents the number of samples that are 
correctly classified. Precision determines that how many of the 
samples classified as positive actually belong to the positive class. In 
contrast, recall determines how many of the positive samples are 
correctly classified. Precision and recall are two conflicting metrics; 
increasing one of them might lead to the reduction of the other and 
vice versa. The F measure is used as a trade off between the two 
metrics, defined as the harmonic mean of Precision and Recall.

Prediction assessment
To validate the capabilities of the proposed model, it was applied to 

two reliable datasets: KUPS and S. cerevisiae. Table 1 lists the results 
of applying the proposed model to the KUPS dataset for PPI 
prediction. As shown, the optimal values for C, γ, and the number of 
features are 2.037, 8.205 and 196 respectively. Accuracy, precision, 
recall, and F measure for this dataset equal 75.31%, 77.8%, 70.84%
and 74.16% respectively. Table 2 reports the results of applying the 
proposed model for PPI prediction in S. cerevisiae dataset. Accuracy, 
precision, recall and F-measure for this dataset are 96.373%, 96.959%, 
95.749% and 96.35% respectively. The reported results are obtained 
using the optimal values of C, γ and the number of features, which are 
equal to 3.0117, 2.9194 and 23 respectively.

Accuracy (%) Precision (%) Recall (%) F-measure (%) Best C Best γ number of
features

GASA-SVM 75.31 77.8 70.84 74.16 2.037 8.205 196

Table 1: Prediction performance of GASA-SVM on the KUPS dataset.

Accuracy (%) Precision (%) Recall (%) F-measure (%) Best C Best γ number of
features

GASA-SVM 96.373 96.959 95.749 96.35 3.0117 2.9194 23

Comparison with other supervised learning algorithms
To evaluate the performance of GASA-SVM, its results were 

compared with those of four basic machine learning algorithms: SVM, 
decision tree (C4.5), naive Bayes, and K nearest neighbors. The Weka 
software is used to implement these algorithms. The 5 fold cross 
validation  technique  is used  to evaluate the algorithms on KUPS, and

S. Cerevisiae datasets, and the reported results are obtained
by averaging over these five runs.

Table 3 compares the performance of the proposed algorithm with 
those of the above mentioned supervised learning algorithms on 
KUPS and S. Cerevisiae datasets.

Dataset Methods Accuracy (%) Precision (%) Recall (%) F-measure (%)

KUPS SVMRadial 64.397 64.4 64.4 64.4

C4.5 60.3 60.4 60.3 60.349

K-NN 66.5 67 66.5 66.749

Naïve Bayes 57.6 58.5 57.6 58.046

GASA-SVM 75.31 77.8 70.84 74.16

S. Cerevisiae SVMRadial 67.814 67.9 67.8 67.8
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C4.5 90.132 90.4 90.1 90.1

K-NN 82.258 82.4 82.3 82.2

Naive Bayes 55.24 55.2 55.2 55.2

GASA-SVM 96.373 96.959 95.749 96.35

Comparison with other SVM based approaches
GA-SVM and SA-SVM were also implemented for better 
comparison. Like GASA-SVM, these two SVM based models also 
optimized the SVM parameters and the feature set, simultaneously. 
Table 4  compares  the   classification  rate  of  the proposed  algorithm

 with those of these two methods and a simple grid search algorithm. 
The experiments were repeated five times to achieve more reliable 
results and the mean and variance of these five runs are reported.

Dataset Grid search GA-SVM SA-SVM GASA-SVM

KUPS 72.5 73.2 ± 0.33 73.51 ± 0.25 75.12 ± 0.19

S. Cerevisiae 88.7 94.24 ± 0.18 93.63 ± 0.20 96.265 ± 0.108

Comparison with other methods
Various models have been proposed to predict PPIs. To evaluate the 
proposed model effectively, its performance was compared with those 
of the available methods. Table 5 reports the results of different 
methods  for  the  KUPS dataset.  As  shown,  the proposed model with

 reported values of 75.31%, 77.08%, 70.84% and 74.16 % for 
Accuracy, Precision, Recall and F-measure, outperforms the other 
methods.

Methods Accuracy (%) Precision (%) Recall (%) F-measure (%)

String NA 59 59 59

PPI Finder NA 65 47 55

Domain m1 NA 88 29 43

Domain m2 NA 81 43 57

ATRP NA 93 49 64

SVR-PHCS 74.505 77.062 70.349 73.552

GASA-SVM 75.31 77.08 70.84 74.16

Precision and recall are two conflicting metrics; increasing one 
might lead to a decrease in the other and vice versa. The F-measure 
provides a trade off between the two metrics, defined as the harmonic 
mean of precision and recall. Increasing precision at the cost of a 
significant decrease in recall is not desirable, and both metrics should 
be increased simultaneously. Therefore, classification rate and F-

measure are the best metrics for comparing different methods.
According to these metrics, our proposed method outperforms the
others.

Table 6 shows the results of several methods on the S. Cerevisiae
dataset. As shown, the proposed model with reported values of 96.373,
96.959, 95.749 and 96.35 for accuracy, precision, recall and F-
measure, outperforms the other methods.

Methods Accuracy (%) Precision (%) Recall (%) F-measure (%)

Meta-SVM 92.7 94.38 90.81 N/A

MA-rotation forest 93.50 ± 0.40 96.30 ± 0.68 90.50 ± 0.55 N/A

PCA-LVQ 93.88 N/A N/A N/A
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DeepNN 94.43 ± 0.30 96.65 ± 0.59 92.06 ± 0.36 N/A

PCVMZM 94.48 ± 1.20 93.92 ± 2.40 95.13 ± 2.0 N/A

RFEC 95.64 ± 0.52 96.75 ± 0.45 94.47 ± 0.47 N/A

DeepFE-PPI 94.78 ± 0.61 96.45 ± 0.87 92.99 ± 0.66 N/A

StackPPI 94.64 96.33 92.81 N/A

Deep Forest 95.44 98.05 92.72 N/A

GASA-SVM 96.373 96.959 95.749 96.35

Conclusion
Numerous techniques are available in the literature to classify PPIs. 

This paper developed an SVM based method for PPI prediction only 
using the primary sequence of proteins. SVM is a well-known 
classification algorithm, but its performance and classification 
accuracy are highly dependent on the configuration of the kernel 
function parameters according to the nature of the problem and 
appropriate feature selection.

The PCA feature extraction algorithm was first employed to reduce 
the dimension of the feature set and extract structural features. A 
hybrid optimization algorithm (GASA) was then proposed to combine 
the GA and SA algorithms. The proposed algorithm was employed to 
select the most significant features and determine the optimal values 
of the kernel function parameters of the SVM model. The GASA-
SVM algorithm could overcome the early convergence problem, 
observed in GA, and escape the local optima. The proposed algorithm 
maximized the prediction accuracy of PPIs. Therefore, this value was 
used as the fitness function.

For the first time in this paper, a combination of evolutionary 
algorithms was used to predict PPIs. The wrapper based and filter 
based feature extraction algorithms were also combined to select the 
best features.

The proposed method showed an acceptable performance with PPI 
prediction accuracies of 75.31 and 96.373 in KUPS and S. Cerevisiae 
datasets, respectively. According to the experimental results, 
compared to other PPI prediction methods, the performance of the 
proposed scheme was competitive and promising. In future works, we 
aim to increase the efficiency of the proposed algorithm and reduce its 
process time. We will also consider other combinations of 
classification methods and optimization algorithms to achieve higher 
classification accuracy.
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