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Abstract

Humankind has never experienced the geometric growth and
interest in computing particularly in Artificial Intelligence (AI)
like in recent times. Efficient processes, automated systems
and improved decision making are some of the milestones of
this trend. The increased demand for text related solutions from
generation, learning, classification and several other tasks has
motivated the use of different techniques and tools of AI.
Creative text ideas have been sought after for innovation,
problem solving and improvements. These ideas are needed in
all endeavours of life as coming up with them can be a
daunting task for individuals, organizations and ideation
platforms. In this work, an idea generation system based on
improvements of Markov chains approach using a corpus of
text is presented. First, a web system was created to collect
solutions from people on a case study problem. They were
required to make submissions based on purpose and
mechanism with examples to guide them. Next, the collected
text was clustered based on similarity measure into groups,
then abstractive summaries of the respective groups were
computed. Markov chains model was then used to generate
new text from the submitted text corpus and the most similar
Markov chains generated text was compared with each
clustered group’s abstractive summary using a similarity
measure and returned as an idea result. Finally, a pipeline to
execute all the components of the system at once was
developed. The result was sent for human evaluation based on
the metrics of quality, novelty and variety and compared with
output from a generative transformer system using the same
text corpus and this work’s system performed better. The work
majorly addresses a challenge faced by ideation platforms.

Keywords: Markov chains; Text generation; Ideation;
Computational creativity; Artificial intelligence

Introduction
There is no generally acceptable definition of ideas, however, in

most domains, ideas require exchange and analysis for open
innovation. While an innovation is more than an idea, an idea has to
be adopted to be fully considered an innovation [1]. Creativity is the
ability to come up with ideas or artefacts that are new, surprising and
valuable. These ideas can be general and can also be domain specific.
Ideas are present in every aspect of life which emanate from

psychological or historical creativity [2]. Computational creativity
analyses what can be considered creative if carried out by a human.
The goal of which is to simulate human creativeness using
computational approaches. Since the inception of computing,
machines have been programmed to do only what they are required to
do but with computational creativity, some level of adaptation can be
infused into such systems for a creative result [3]. Artificial
Intelligence (AI) over time has been addressing the needs and
challenges in the society. The AI systems have demonstrated
capability to learn and solve problems earlier exclusive to humans. AI
methods such as Recurrent Neural Networks (RNN), long short term
memory, etc. have been used for diverse text generation tasks [4-7].
Despite the advances made in text generation, much still needs to be
done in text ideation. Creativity has just been fully accepted as a sub-
field of AI after long years of neglect. Even when it was embraced, the
progress has been slow except in recent times. There is also a
challenge of coming up with novel and useful ideas. Most ideation
platforms for the purpose of generating ideas often resort to getting
input as ideas in form of contest or community contribution approach
which is expensive. These ideas or solutions to a given problem are
usually submitted through portals popularly referred to as idea portals
[8]. Our system generates random ideas in an automatic fashion from
an existing corpus or past submissions. Since not much has been done
in the approach of automatically generating creative text from a corpus
of text using machine learning approaches, the few available related
work are characterized by limitations which motivate improvements
[9,10].

From the foregoing, there is a need for automatic creative text
generation. This motivated the design and implementation of an idea
generation system for this work especially for addressing the
challenge of ideation platforms. The system uses a clustering by
similarity measure of a corpus of text. The clusters are in groups. This
corpus is gotten from solutions to a case study problem collected from
a separate web system. Abstractive summarization of each cluster
group is computed. Then Markov chains automatically generate new
text from the text corpus. The similarity measure compares the
abstractive summary of each group with the Markov chains generated
text. The output with the highest similarity score is returned as a new
idea. A pipeline executes these sub-processes at once. The new ideas
can be used for different purposes and systems. The main
contributions of this work are:

• Abstract and concept representation of clusters of text.
• Selecting best Markov chains generated text.
•
•

Automatic idea generation using a pipelined system.
Providing an efficient and economically viable system for crowd
ideation platforms.
The rest of the paper is organised as follows: Section 2 presents

related work about similar approaches to generating ideas based on 
machine learning. Section 3 provides an in-depth description of our 
work with the implementation. Human evaluation of the work is 
presented in section 4. Section 5 provides a conclusion of our work 
with proposals for future directions.

Related work
There is an increasing demand for text related solutions over the 

years. The text generation aspect of artificial intelligence has provided 
models for  creating tokens  which are discrete in nature. These  models
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have various implementations which are of diverse practical use. 
Different frameworks such as recurrent neural network, long short 
term memory, natural language generation and several others have 
been used to generate text. Over time, ideas have inspired new ways of 
doing things which include innovative text generation [11]. Describe 
ideas as a part of any innovation which involves generation and 
selection. Every domain has a peculiar method to this process. 
Identifying the appropriate opportunity is a determining factor to how 
good an idea generation process will turn out. Idea generation process 
tends to be a problem solving process which has a goal to attain high 
quality in the output based on the peculiarity of the demand or 
requirements used machine learning in creating recipes. He generated 
quantities of ingredients automatically and possible preparations with 
the help of a machine learning technique with experts assessing the 
flavour and determining the structure for combinations. He used a data 
set of recipes from the web and ingredients which are extracted, 
generator for generating random combinations and genetic algorithm 
for transformations. He also used a selector which based on a fitness 
function selects the best generators. The preparation steps are derived 
from the generating and selecting from the combinations. The 
quantification is used to select the right quantities of ingredients to the 
recipes. The final result is a recipe with the right amount of 
ingredients and a preparation procedure. The creativity of the recipes 
is in how ingredients are combined as well as the cooking techniques. 
This approach has limitations such as requiring experts to assess the 
flavour and determining the structure for combinations. This 
introduces bias as what is best for the experts may not be universally 
accepted. The approach also requires a long time of computation [12]. 
In his thesis studied idea generation based on machine learning and 
natural language processing. He started first by conceptualizing ideas 
as problem-solution pairs, then computation of novel ideas from 
articles published in journal of science. The dataset is splitted and used 
for idea detection using neural networks, argumentative zoning, 
citation sentiment analysis, and idea flow analysis. The part which 
involve idea generation requires noun-phrase extraction using part-of-
speech tagging algorithm, classification of the extracted noun phrases 
into problems and solution pairs, aggregation of high co-occurrences, 
construction of ground truth and carrying out collaborative filtering by 
predicting new links between pairs that do not occur together in the 
same abstract. Again, this system has limitations such as using dataset 
with human labeled ground truth, since tagging every text is not 
possible, tagging abstract of the scientific papers is done as this limits 
the comprehensiveness of the result, the constraint on pairing and 
search for missing links between abstracts, filtering of training data, 
tagging, and large corpus requirement are worthy of note. There is also 
a lack of interface for interactive computation.

Idea generation
In this section, the approach used towards the realization of the idea 

generation system is presented.

Materials and Methods

Overview of the system approach
To generate new ideas, a corpus of data is required. Clustering the 

text based on similarity metric is followed. Computation of abstractive 
summarization of the clusters is the next step. Then Markov chains 
text generation and finally selecting the final result from similarity 
comparison between the Markov chains generated text and the

abstractive summary. In Figure 1, the architectural flow of the system
is presented. The next subsections present a description of the design
components and background of the system.

Figure 1: A diagram showing the architectural flow of the system.

Ideas collection: The ideas are collected from a separate web
system and used in the system. The architecture of the system is the
typical three layer architecture. This system is not integrated to the
ML system, only the data output is used. The entries are based on
possible solutions to a case study problem. In other to guide
submissions, users are required to split their solutions into purpose and
mechanism. Purpose describes what an idea entails and mechanism
states how the idea can be applied.

Clustering: The submissions are clustered into groups as each
group comprises of similar sentences universal sentence encoder is
used for determining similarity by using pretrained sentence encoding
model [13]. Sentence embedding emanate from word embedding
which refer to the representation of knowledge where a word is
represented by a vector. Vector here refers to arrays of numbers.
Similar words have similar embeddings as the embedding represents
floating point values as a dense vector and can be of any dimension.
This has provided the basis for which datasets in texts can be learnt.
Word embeddings show which words are geometrically closer to one
another as their distance can be seen on the observed space and also
their respective relationships. Following the breakthrough in word
embeddings, a sentence embedding model was proposed. This model
converts text into fixed length vector representations as the model is
called a universal sentence encoder. The universal sentence encoder
uses tensor flow to encode text into higher dimensional vectors. The
encoding contains useful semantic information. After the vectors of
each sentence is computed, the vectors are used to determine the
cosine similarity which is calculated as the angle between two vectors.
For smaller values of two vectors, the vectors are reported to being
similar. The angle is computed from taking the arcos of the cosine
similarity. Hence similarity is given as:

Considering vector embeddings of sentences A and B, their
similarity can be com- putted from the formula in equation 1. With
universal sentence encoder discussed above, an example of the vector
embeddings derivation of sentences is shown in Figure 2.

Figure 2: Sentence embedding depiction adapted from.
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Abstractive summarization: Based on the clustered groups, a
summarization procedure is used, particularly abstractive
summarization. There are two types of summarization techniques
namely; abstractive and extractive summarizations. Abstractive
summarization has provided more interesting results over the years
than the extractive summarization. Extractive summarization involves
getting important information which could be a sentence from a given
text or data. In selecting useful sentences, approaches in statistics
and/or linguistics are applied. Abstractive summarization as a process
finds new concepts and generates new output with fewer words [14].
Classical approaches and neural methods have changed the way
abstractive summarization is conducted. Classical approaches
comprise content selection, surface realization and information
extraction as pipe lined tasks. Neural methods typically learn from a
source document and generate a networked-summary. Encoder-
decoder framework, attention mechanism, and reinforcement learning
are some of the neural approaches for abstractive summarization [15].
Advances in automatic abstractive summarization received a boost
with Google’s text to text transfer transformer. The transformer serves
as a pretrained data source eliminating the process of training and
testing a model with specific data. This is achieved with the help of a
corpus satisfying all requirements of massiveness, diverseness, and
highest quality. This pretrained dataset is then used for the text to text
model of the abstraction. Using this method has proven to save time
and computational cost [16].

Markov chains text generation: Text generation using Markov
chains is a chance process which involves transitioning from one state
to another without taking into consideration the past states [17].
Following from the Markov modelling process entails representing
temporal patterns which are determined by chance probabilistic
outcome over sample observations. The process moves from one state
to another after beginning from one of the states. The set of steps are
represented by S={s1, s2, . . ., sn}. From step 1 to step 2, the chain of
movement is accomplished with a probability denoted by Pij. As
shown in equation 3, this probability determines the other next steps of
movement. Every move is called a step. An initial probability
distribution defined on step S specifies the starting state. The
transition probability of moving to state Sj provided the previous state
is Si is represented as follows;

That is, the information that is gotten from a recent past is more
useful than a distance past. In equation 3, the conditional probability
of being in is shown as a transition which involves moving to state j
provided the previous state is i.

The transition matrix P formed from transition probability Pij
shown in 4 has non-negative elements such that;

That is, the sum of elements on each row of the matrix yields 1.

The Markov chains text generation process used in this work
involves creating a dictionary with a unique word as key and the
following word as value appended in an order determined by
probability. The sequence of observations or occurrences and pattern
of outcome is subject to chance [18].

Implementation
Data collection: 200 responses to a case study problem were

collected separately from a web system designed with python flask
framework and hosted on the free Heroku hosting service. The
database used is SQL Alchemy. The web system is available online
and can be accessed on ideasubmission.herokuapp.com. Submissions
were categorised into purpose and mechanism. Participants from
diverse background submitted their solution(s) to this question:

We are searching for an innovative (technical) solution for the
security of city buildings. In the first step think of possible dangerous
events, which may occur (e.g. fire, flood, earthquake, etc.). Then
brainstorm innovative solutions, how people in the building could be
protected from such danger or rescued from the building.

On successful submission, the data is sent to the database where
Postico linked with Heroku is used to read the data. The collected text
corpus is then used in the system.

Clustering
Universal sentence encoder is used to group sentences using

measure of similarity scores. The universal sentence encoder package
used is from tensorflow.js. After the sentence embeddings are
computed, the cosine similarity of each vector result is calculated and
compared with the set threshold. The result is groups of similar
sentences. The fine tuning is done by choosing a value for the desired
threshold at the front end of the system. The 200 sentence input text
collected from the web system is clustered into groups automatically
based on their similarities. Sentences with similar similarity scores are
grouped together.

Abstractive summarization

A transformer library is used for this sub-task. Python torch is used 
for the implementation. The pretrained transformer t5 data source 
is used with ’t5-small’ pretrained model. With the help of this 
model, training, testing and validating input data from scratch is 
not required. The summarized result is displayed after fine 
tuning is done.

Markov chains text generation
The 200 sentence text from the separate web system is used as data

source for the text generation. The words of each sentence form a pair
that is used for the state transitions Markov chains are known for. If
after breaking the sentences of the corpus and say a particular first
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word is followed by a second word then there is a probabilistic state
transition from the first word to the second word. This transition is
what had been earlier referred to as Markov chain. The transition
probabilities are determined by selecting distinct words in the corpus
and assigning keys to them which forms a dictionary. Words that come
after any key refers to the value of such a key. In this way, the chain
will be iterating through the words, adding any word to the dictionary
if not there and adding next word as transition words. The starting
word is randomly chosen from the corpus and the desired length of the
output. The sampling and iteration is done until the length is reached
for the new generated text.

Similarity comparison
Sentence transformer is used for the comparison. The pretrained

model ’bert-base- nli-mean-tokens’ is also used. The toolkit ’NLTK’ is
used for tokenization and other NLP tasks. The cosine similarity
computes similarity measure from the vectors of the sentences
embeddings. Each of the markov chains generated sentences is
compared with the abstractive summary of each group and the
sentence with the highest similarity score is returned as the final result
for each group.

The result output
Pipeline executes all the components outlined above at once.

Google colab development environment is used for running and
deploying the system at development level with tools and libraries
described in section 0.3. Figure 3 shows an example of an output from
our system.

Evaluation
Three different human evaluation metrics of the system are 

presented together with the procedure, result and discussion. The 
evaluation metrics of quality, novelty and variety were used.

Procedure: Evaluation is carried out by 20 people from 
different disciplines. They were carefully chosen based on their 
backgrounds [19]. They compared the result of the idea 
generation system with result from OpenAI’s Generative Pre-
trained Transformer 2 (GPT-2) system using the same text corpus. 
The evaluation was done based on quality, novelty and variety [20].

Quality
As pointed out by quality as assessed for each output of 

both systems measures the extent to which an output makes 
semantic sense. In this evaluation, the participants were shown 
results from the two systems without a description of what they 
are to avoid bias. The verdict on which is best is collected. A 
short description explaining what makes a quality text was 
included. This served as a guide for those completely unfamiliar 
with this metric.

Results and Discussion
In the quality evaluation exercise, the output of the system 

is compared with result from OpenAI’s Generative Pre-
trained Transformer 2 (GPT-2) and the result is presented as shown 
in Table 1. As can be observed, 75% of the respondents saw the 
idea generation system’s output as best in quality as against the 
25% for the GPT-2 system.

System Distribution Percentage

System 1 5 25%

System 2 15 75%

Table 1: Evaluation summary of the system in comparison to GPT-2 system based on quality evaluation.
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Figure 4 shows the statistical distribution of the respondents for 
both systems based on quality evaluation.



Novelty
Novelty of an idea describes how uncommon the ideas appear to 

the respondents. The result from both the idea generation system and 
the GPT-2 system are compared on this basis and verdict on which is 
best was collected. Again, respondents were given short description of 
what a novel idea means.

In this evaluation, the output of the system is compared with output 
from OpenAI’s Generative Pre-trained Transformer 2 (GPT-2) system 
and the result is presented in Table 2; as can be observed, 75% of the 
respondents saw the idea generation system’s output more novel 
compared to the 25% for the state of the art GPT-2 system.

System Distribution Percentage

System 1 5 25%

System 2 15 75%

Figure 5 shows the statistical distribution of the respondents for 
both systems based on novel evaluation.

Variety
Variety implies dissimilarity in the systems’ output. In the 

comparison of the systems, respondents were required to check how 
varied each system’s result is and rate which is best.

In determining the variety of the thesis’ system, its output is 
compared with output from OpenAI’s Generative Pre-trained 
Transformer 2 (GPT-2) system and the result is presented as shown in 
Table 3.

System Distribution Percentage

System 1 4 20%

System 2 16 80%

As can be observed, 80% of the respondents saw the idea 
generation system’s output as more varied compared to the 20% for 
the state of the art GPT-2 system.
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Figure 4: Statistical distribution of quality evaluation of the two 
systems.

Table 2: Evaluation summary of the system in comparison to GPT-2 system based on novelty evaluation.

Figure 5: Statistical distribution of novelty evaluation of the two 
systems.

Table 3: Evaluation summary of the system in comparison to GPT-2 state of the art based on variety evaluation.

Figure 6 shows the statistical distribution of the respondents for 
both systems based on variety evaluation.



Figure 6: Statistical distribution of variety evaluation of the two 
systems.

Conclusions
This paper presents an idea generation system based on 

improvements of the Markov chains text generation approach. A text 
corpus was gotten from a developed web system that collects solutions 
from people based on a case study problem. The collected text corpus 
was then passed to the idea generation pipelined system which does 
the following:

• Cluster the collected text corpus into groups of similar sentences
based on similarity measure.

• Generate abstractive summary of each clustered group.
• Use Markov chains model to generate new text sentences from the

text corpus.
• Compare the Markov chains generated sentence text with the

abstractive summary of each group and return the most similar
sentence text as result.

• Use a pipeline to deploy the work where all the components are
executed at once.

Limitation and Future Work
The result of the pipeline are new ideas. This result was sent for

human evaluation and was compared with result from similar
generative system using the same text corpus. Based on the evaluation
metrics of quality, novelty and variety, our system produced more
creative ideas with the highest scores. Since ideas are needed in all
walks of life, the system is a useful tool for individuals, ideation
platforms, organizations, innovators, etc. Future work should be
focused on improving the abstractive summarization for new words
for the similarity comparison. Also, evaluation of our system was done
using a generative pretrained transformer system.
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