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Abstract:
Reinforcement Learning (RL) has achieved marvellous 
results in various domains in the last

decade, e.g. in video games [1]. Most of the studied games 
are, however, structurally fixed and do not require agents 
to generalize to variations of the environment. We argue 
that testing RL models on the training environment is 
similar to testing supervised learning models on the train-
ing set. While such a methodology goes against the tra-
ditions in machine learning, it has become the standard 
practice in RL. To scale RL to dynamic real world prob-
lems, and even modern video games, agents must be able 
to generalize to environmental variations. At modl.ai, 
we incorporate Procedural Content Generation (PCG) 
into the RL training loop to learn a general policy across 
a variety of video game levels. Commercial video games 
typically have a small corpus of levels incapable of facili-
tating training of agents that can generalise. This makes 
PCG for RL an effective approach in this domain, while 
it increases the complexity of the task. Our research has 
shown that a progressive adaptation of the level difficulty 
allows RL to learn general policies in games that other-
wise were infeasible to learn in fixed versions of the games 
[2]. PCG for RL can be applied by manually constructing 
a generator that produce representative levels. This is 
time consuming and is often quite difficult. Procedural 
Content Generation via Machine Learning (PCGML) [3] 
offers a new toolset to overcome such issues. Generative 
machine learning can be applied to model the distribu-
tion of existing video game levels to generate completely 
new levels [4]. While PCGML has several shortcomings, 
we use these techniques to generate novel levels of high 
quality for commercial video games. In addition, we em-
ploy such generators in RL and train

agents to do automatic testing of new game content in 
previously impossible ways.
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